An analysis of present and future seasonal Northern Hemisphere land snow cover simulated by CMIP5 coupled climate models
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Abstract

The 20th century seasonal Northern Hemisphere land snow cover as simulated by available CMIP5 model output is compared to observations. On average, the models reproduce the observed snow cover extent very well, but the significant trend towards a reduced spring snow cover extent over the 1979–2005 is underestimated. We show that this is linked to the simulated Northern Hemisphere extratropical land warming trend over the same period, which is underestimated, although the models, on average, correctly capture the observed global warming trend. There is a good linear correlation between hemispheric seasonal spring snow cover extent and boreal large-scale annual mean surface air temperature in the models, supported by available observations. This relationship also persists in the future and is independent of the particular anthropogenic climate forcing scenario. Similarly, the simulated linear correlation between the hemispheric seasonal spring snow cover extent and global mean annual mean surface air temperature is stable in time. However, the sensitivity of the Northern Hemisphere spring snow cover to global mean surface air temperature changes is underestimated at present because of the underestimate of the boreal land temperature change amplification.

1 Introduction

With a maximum extent of about $45 \times 10^6 \text{km}^2$, seasonal snow cover, essentially located in the Northern Hemisphere (NH) land areas, is the largest component of the terrestrial cryosphere (e.g. Lemke et al., 2007). Snow cover has important effects on climate. The most obvious effect is due to its high albedo. Observational (e.g. Dewey, 1977) and modeling (e.g. Walsh and Ross, 1988; Vavrus, 2007) studies suggest a strong direct influence of snow cover on the overlying lower troposphere, but also on the upper atmosphere (e.g. Alexander et al., 2010). This gives rise to the well-known snow-albedo feedback which is thought to be one important reason for the polar
amplification of ongoing and projected climate change (e.g. Déry and Brown, 2007), and which Hall and Qu (2006) and Fletcher et al. (2012) have shown to be correctly represented only in a minority of the CMIP3 (Coupled Model Intercomparison Project – Phase 3: http://www-pcmdi.llnl.gov/ipcc/about_ipcc.php) models. Due to its low heat conductivity, snow also effectively insulates the underlying soil (Zhang et al., 2005): in continuous permafrost regions, seasonal snow cover can increase the annual mean soil temperatures by several degrees (Zhang et al., 2005) because the soil remains shielded from the overlying cold atmosphere in winter. Lawrence and Slater (2010) showed that the effect of shorter and shallower seasonal snow cover induced by global warming on boreal soil temperatures is not trivial because the net effect of the combined reduction of snow thickness and snow cover duration can either be a warming or a cooling of the underlying soil, depending on the initial climate and snow conditions, and on the amplitude of their changes. Recent work by Gouttevin et al. (2012) showed that the insulating effect of snow, and its spatial variability caused by differences between tundra and taiga snow, has large effects on the organic carbon reservoir in permafrost, and thus on climate.

These important effects of seasonal snow on climate imply that a correct representation of this variable in current-generation climate models is required. Roesch (2006) showed that CMIP3 models tended to simulate excessive snow mass in spring and delayed snow melt, while the onset of the snow season tended to be well captured. He also reported that these models only partly reproduced the pronounced observed decrease of snow cover extent (SCE): observed Northern Hemisphere (NH) spring snow cover extent decreases by about 0.8 × 10^6 km² per decade since 1970 (Brown and Robinson, 2011). In an analysis of climate projections carried out with these models, Räisänen (2008) reported that the sign of projected changes of seasonal snow water equivalent (SWE) at the end of the 21st century with respect to the present is spatially variable because it depends on the present local climate conditions: in very cold regions, climate warming will overall lead to increased winter snowfall and thus to a thicker snow cover, while in warmer regions, the higher temperatures will lead to
the opposite. However, it is possible that other snow-related variables, such as SCE, exhibit a more direct relationship to temperature, such as for example the linear relationship between Arctic sea ice cover and global mean air temperature on annual time scales recently reported by Mahlstein and Knutti (2012) which allowed these authors to deduce a scenario-independent global mean temperature threshold corresponding to the disappearance of Arctic summer sea ice.

The fifth phase of the Coupled Model Intercomparison Project (CMIP5; http://cmip-pcmdi.llnl.gov/cmip5/: Taylor et al., 2012), linked to the preparation of the fifth IPCC assessment report, is currently ongoing with the most recent versions of more than 30 state-of-the-art coupled climate models and new set of climate forcing scenarios (van Vuren et al., 2011). It is thus timely to address the following questions: how well do CMIP5 models capture present-day seasonal snow extent and observed recent trends? What are the projected changes of seasonal snow cover in CMIP5 and what determines these changes? How are these linked to global climate change?

The following section will briefly describe the observational data, the model outputs, and the methods used in this study. We then provide a short assessment of the simulated present-day snow cover, including its current trends, and analyze the dominant factors determining the future evolution of Northern Hemisphere spring snow cover as simulated by the CMIP5 models.

2 Data and methods

2.1 CMIP5 output

In this study, we used the simulated monthly snow mass, snow cover fraction, surface air temperature, and solid precipitation fluxes (variable codes: snw, snc, tas, and prsn) from the CMIP5 archive as available on 1 June 2012. Our analysis of seasonal snow cover is restricted to the ice-free land in the Northern Hemisphere (NH-ifl). Unfortunately, the land and ice sheet masks (variable codes sftlf and sftgif) were not available
for a substantial number of the CMIP5 models, considerably reducing the number of the models usable in this study (see Table 1). In our analysis, a given grid box is diagnosed to be snow-covered during a given month if the simulated snow mass is above 5 kg m\(^{-2}\) in order to ensure a coherent cross-model evaluation of the diagnostic snow cover fraction, which is usually derived from the simulated prognostic snow mass. Unless otherwise specified, we present ensemble mean values for the models for which more than one realization of a given experiment (historical or future scenario) is available. The analysis of the climate projections is restricted to the 21st century except otherwise stated.

2.2 Observational data

2.2.1 Snow cover

Time series of observed NH-Ifl spring snow cover were taken from Brown and Robinson (2012). We furthermore used the spatially distributed monthly snow extent (SCE) dataset produced by the Rutgers University Global Snow Lab (Robinson and Frey, 2000), which we restricted to the period after 1979 because of data inhomogeneity due to different satellite generations and to a high amount of missing data before that date (Roesch and Roeckner, 2006).

2.2.2 Temperature

The analysis of the relationship between the NH-Ifl spring snow cover and global average air temperature is carried out using the HadCRUT4 temperature dataset (Morice et al., 2012). Spatially distributed NH land surface air temperatures from the CRUTEMP4 (Jones et al., 2012) dataset, which were also used in the HadCRUT4 combined land-ocean dataset, are used for the study of mean surface air temperature trends and for the analysis of the relationship between the NH-Ifl spring snow cover and annual mean NH-Ifl surface air temperatures north of 50° N.
2.2.3 Snowfall

Simulated NH snowfall rates are compared to the spatially distributed WATCH dataset (Weedon et al., 2011) for the 1979–2001 period. The WATCH dataset is essentially based on GPCCv4 (Schneider et al., 2008) precipitation data, but it uses CRU (New et al., 1999, 2000) number of wet days and ERA-40 (Uppala et al., 2005) data for determining the proportion of snowfall to the total precipitation rate.

2.3 Methods

2.3.1 Boreal spring data

We restricted our analysis of the evolution of ice-free land Northern Hemisphere (NH-ifl) snow cover to the boreal spring because snow cover is most sensitive to temperature during the transition seasons (Brown, 2000) and because long-term snow observations are most reliable for the months March and April (Brown, 2000; Brown and Robinson, 2000). We used thus average data over the months March and April.

2.3.2 Normalization over the 1986–2005 reference period

Data are generally normalized with respect to a 1986–2005 reference period except otherwise stated, 2005 coinciding with the end of the historical CMIP5 runs, the different RCP climate scenarios starting in 2006 (Taylor et al., 2012). Relative snow cover extent (RSCE) is thus defined as the spatially integrated NH-ifl SCE divided by its average spatially integrated value over this reference period for the given months of the year. The same process is used to compute relative snow mass and relative snowfall rates. For a better understanding, these data are generally expressed in percentages. The 1986–2005 period is also used for the temperature, since the temperature change is defined as the difference between the global temperature and the average value over this reference period for each month.
2.3.3 Seasonal cycle analysis

To compare the seasonal cycle of observed and simulated snow cover in a synthetic way, we define, for each grid point, a figure of merit in time $F$ (Hourdin et al., 1999; Krinner et al., 2005) as:

$$F = \frac{\sum_{i=1}^{12} \min(S_{o,i}, S_{s,i})}{\sum_{i=1}^{12} \max(S_{o,i}, S_{s,i})}$$ (1)

where the $S_{o,i}$ and $S_{s,i}$ are the observed and simulated climatological monthly snow cover fractions over the 1979–2005 period. A value of 1 indicates a perfect agreement between the simulated and observed monthly snow covers at a given grid point for all climatological months, while a value of 0 indicates that there is no overlap between the time series.

2.3.4 Snow season length

The snow season length is evaluated from the annual snow cover fractions. In a given area, a value of 1 indicates that a full snow cover is present during the twelve months of the year in the area; a value of 0.5 is interpreted as a full snow cover that is present during 6 months. It could in principle also indicate a 50% snow cover present all year, or some other distribution yielding an annual average of 0.5, but the simplest and arguably most reasonable general interpretation remains that of a clear distinction between seasons with and without snow cover. Thus, the snow season length is defined as 12 times the annual mean snow cover fraction.
3 Results and discussion

3.1 Present

3.1.1 Average SCE and trends

On average, the CMIP5 models tend to reproduce fairly accurately the seasonal cycle of snow cover over the 1979–2005 period over the northern parts of the boreal continents, while there is a slightly stronger misfit in the more southerly regions where snow cover is sparse. This can be seen in Fig. 1 which displays the figures of merit in time $F$: $F$ is first calculated for each model against the observed Robinson and Frey (2000) snow cover extent, and then the average over all models is taken (Fig. 1a).

The weaker average performance of the climate models in the southern realm of the seasonal snow area is due to incorrect timing of the snow onset and melt, and possibly to an incorrect representation of the annual maximum snow cover fraction. This latter error might be due to the way snow cover extent is diagnosed here: for any given month, snow cover is diagnosed to be complete (100%) if the snow mass exceeds a threshold of $5 \text{ kg m}^{-2}$, and 0 if the snow mass is below this threshold (see Sect. 2).

Figure 2 shows that on average, snow onset tends to be simulated a few days to early, and snow melt about 10–15 days too late in Asia, particularly in the southern part. In North America snow melt tends to occur about 10 days too early. But altogether the seasonal cycle of snow cover tends to be simulated with very good accuracy, and we do not observe a significantly delayed spring melt such as reported by Roesch (2006) for the CMIP3 models.

The excellent agreement between the simulated multi-model mean and observed snow cover seasonalities is coherent with the fact that the multi-model mean snow cover (calculated by averaging the simulated snow covers of all available models) attains a substantially higher score $F$ (shown in Fig. 1b) than the average $F$ of the individual models (Fig. 1a). The "superiority" of the "mean model" in this type of model intercomparison exercises has been clearly shown before for a large range of climate
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variables (Gleckler et al., 2008) and is therefore no surprise. However, a clear misfit of the “average model” remains over China and Mongolia. This has been reported previously (Roesch, 2006).

There is thus a substantial inter-model dispersion of the simulated snow cover extent around the multi-model average which is, as stated before, close to the observed snow cover extent. This can be clearly seen in Fig. 3 which, for different thresholds (20, 50 and 80 %) and the 1979–2005 period, displays the percentage of models that simulate a frequency of snow cover in March in excess of a given threshold, and the southern limit of the area where the probability of observing snow cover in March is higher than this threshold. Broadly about 50 % of the models tend to simulate too frequent March snow cover near the margins of the area of seasonal snow cover in spring, while to the other 50 % of models simulate insufficient snow cover. Substantial inter-model dispersion occurs in flat areas, while in mountain areas, the topography effectively constrains the simulated snow cover. A large overestimate of the spring SCE appears over Tibet, Mongolia and Northern China, leading to low values of $F$ in Fig. 2a and b mentioned before.

A substantial and significant trend towards lower NH SCE has been observed over the recent decades (e.g. Dye, 2002; Lemke et al., 2007; Brown and Robinson, 2011). The data provided by Brown and Robinson (2011) yield a negative trend of (−3.4 ± 1.4)% per decade for the March and April average RSCE over the 1979–2005 period (Fig. 4). Including not only the period of rapid global warming at the end of the 20th century, the corresponding trend for the 1922–2005 period, equal to (−1.0 ± 0.3)% per decade, is clearly lower. The large majority of the CMIP5 models simulate a negative SCE trend, but all simulate weaker than observed trends, as can be seen in Fig. 4 (trends calculated for the 1979–2005 period). This tendency of the models to underestimate SCE decrease over the most recent decades has already been described for the CMIP3 ensemble (Roesch, 2006) and, in spite of an excellent average simulation of the observed snow cover extent over this period (Figs. 1 to 3), the CMIP5 model ensemble still suffers from this drawback which appears significant because the average
model trend is $-1.3\%$ per decade with an inter-model standard deviation of 0.8\% per decade. The positive trends obtained for 2 of the models in Fig. 4 are due to the large interannual variability of the simulated temperature and snow cover in these models. These trends become negative if the linear trends are calculated over a slightly longer period (not shown).

The underestimate of the recent NH-ifl spring snow cover reduction trend is not due to errors in one particular region; rather, the snow cover reduction trend seems to be systematically underestimated all along the southern fringe of the snow-covered area in spring (Fig. 5a and b), except possibly over Eastern North America. A particular case is Tibet, where an observed increase in snow cover, linked to tropospheric circulation anomalies (Zhao et al., 2007), is not reproduced by the models either. Among other less obvious causes, this misfit can be due to either a wrong simulation of the temperature trend over the Northern Hemisphere ice-free land, or a wrong simulation of the snowfall trend (which is in part of course linked to the temperature trend because temperature directly determines the partitioning between snowfall and rainfall). Indeed, the NH extratropical land surface air temperature trends for the period 1979–2005 are substantially underestimated (Fig. 5c and d): the average observed temperature trend on ice-free land north of 50° N in the CRUTEM4 dataset is $\Delta T_{\text{NH-ifl}>50^\circ N, \text{obs}} = 0.45^\circ C$ per decade, while it is only $\Delta T_{\text{NH-ifl}>50^\circ N, \text{mod}} = 0.31^\circ C$ per decade in the multi-model mean. This obviously contributes to the underestimate of the spring snow cover trend.

The spatial distribution of snowfall trends is difficult to evaluate because the observational data set is rather noisy (Fig. 5e and f), possibly because the selected period (1979–2001) is fairly short. There might be a reduced sensitivity of snow cover to snowfall decrease in the models because on average, snowfall rates are overestimated in the models: the WATCH dataset suggests an average annual snowfall rate of about 163 kgm$^{-2}$ yr$^{-1}$ on ice-free land north of 50° N, while the models simulate an average of 307 kgm$^{-2}$ yr$^{-1}$. This overestimate of snowfall, already noticed for the CMIP3 models (Roesch, 2006), might cause the modeled snow cover not to be limited by snowfall rates as strongly as in reality. Geographically, there is a clear tendency in the models
towards increased snowfall rates in the high northern latitudes, but this does not appear clearly in the observations. In some regions, such as Central North America, the simulated slightly positive snowfall trend might explain part of the underestimate of the observed snow cover reduction over the last decades.

3.1.2 Link between SCE and temperature changes

Slater and Lawrence (2012) showed that the near-surface permafrost extent as diagnosed from CMIP5 model output exhibits a strong linear relationship to average temperature change over the boreal permafrost region. Similarly, as expected for obvious physical reasons, there is a significant relationship between the observed (and simulated) NH-ifl spring snow cover extent and the observed (and simulated) annual mean temperature over the boreal ice-free land areas (Fig. 6). The simulated and observed temperature sensitivities of the NH-ifl spring SCE are broadly similar. Indeed, the relationship between the observed NH-ifl spring SCE (Brown and Robinson, 2012) and the observed annual mean surface air temperatures for land areas north of 50° N (Jones et al., 2012) is characterized by a slope of \((−4.2 \pm 1.0) \% \degree C^{-1}\), which is rather noisy \((r = −0.45\) for the 1922–2005 period; thick black line in Fig. 6a). If the relationship is calculated over the 1979–2005 period, for which the data quality is higher, we find almost the same slope (dotted thick black line in Fig. 6a). For the simulations, the slope between NH-ifl spring SCE and annual mean surface air temperature of land areas north of 50° N is about \(−3.0 \pm 1.5 \% \degree C^{-1}\) for the average model, with a spread from \(−5.6\) to \(−0.8 \% \degree C^{-1}\).

Mahlstein and Knutti (2012) have shown that the Arctic sea ice area (annual mean and annual minimum) correlates linearly with the global annual mean temperature, that this kind of relationship is also simulated by the CMIP5 models, and that it can be used to express the future evolution of the Arctic sea ice cover as a function of the future changes of global annual mean surface air temperature. This is an interesting relationship because the global annual mean surface air temperature is arguably the most important single metric of the expected future global change. As temperature
change over the NH-ifl region can be expected to be coherently linked to the global average temperature change because of climate change pattern scaling (Santer et al., 1999; Mitchell, 2003), we can also expect the NH-ifl spring SCE to exhibit a strong relationship with the annual and global mean temperature, similar to the relationship with NH-ifl annual mean surface air temperature shown above.

For the observed global annual mean surface air temperatures (Morice et al., 2012) and NH-ifl spring SCE (Brown and Robinson, 2012), this relationship, with a slope of \((-14.1 \pm 2.7) \% \, ^\circ C^{-1}\), is rather noisy \((r = -0.49\) for the 1922–2005 period; thick black line in Fig. 6b), in particular because of a strong interannual variability of SCE. The interannual variability appears considerably weaker in the model outputs, but this is partly because for each model the annual ensemble means, not the annual values for each individual realization, are represented. Reducing the interannual variability of the observed data by applying a 5-yr running average over both the temperature and the SCE time series over the 1922–2005 period leads to a better relationship \((r = -0.75)\) without significantly changing the slope \(((-15.0 \pm 1.5) \% \, ^\circ C^{-1})\). In both cases, the observed sensitivity of the NH-ifl spring SCE to global mean temperature change is stronger than the average model sensitivity which is about \((-5.6 \pm 2.9) \% \, ^\circ C^{-1}\) with a spread from \(-13\) to \(-1 \% \, ^\circ C^{-1}\). The observed relationship does not change much if it is only calculated over the 1979–2005 period for which the data quality is higher (dotted thick black line in Fig. 6b).

This weak sensitivity of the simulated SCE to global annual mean temperature changes is coherent with the fact the NH-ifl temperature trends over the most recent decades are underestimated by the models, while the global mean temperature trends are correctly reproduced. As stated before, the average observed temperature trend on ice-free land north of 50° N in the CRUTEM4 dataset is \(\Delta T_{\text{NH-ifl}>50^\circ \text{N, obs}} = 0.45 \, ^\circ C\) per decade, while it is only \(\Delta T_{\text{NH-ifl}>50^\circ \text{N, mod}} = 0.31 \, ^\circ C\) per decade in the multi-model mean. In contrast, the global average surface air temperature trend simulated over the 1979–2005 period by the available models is \(\Delta T_{\text{global, mod}} = 0.20 \, ^\circ C\) per decade, which, given the relatively short time span, compares very well to the HadCRUT4 trend of
$\Delta T_{\text{global, obs}} = 0.18^\circ \text{C per decade}$. Therefore, the observed boreal (north of 50° N) land surface air temperature change amplification is $A_{\text{obs}} = \Delta T_{\text{NH-ifl>50° N, obs}} / \Delta T_{\text{global, obs}} = 2.5$, while for the CMIP5 models used here this amplification is $A_{\text{mod}} = 1.5$. This directly translates into an underestimate of the apparent sensitivity to NH-ifl spring SCE to global mean temperature changes by the CMIP5 models.

In other words, the direct physical link between local temperature and snow cover appears to be correctly simulated by the models, but the further link between NH-ifl spring SCE and global mean temperature, although it exists both in reality and in the models, is not correctly reproduced because the temperature change amplification on boreal land areas is too weak in the models. A similar underestimate of the boreal land temperature change amplification was also reported for the CMIP3 models (Sutton et al., 2007). There are several reasons for this land/sea warming contrast independent of snow cover. At least in transient climate change, the large thermal inertia of the oceans surely plays an important role (e.g. Hansen et al., 2006). The fact that land areas are drier than ocean surfaces may also cause part of the signal because it means that an additional energy input at the surface is partitioned differently over land and sea: over the ocean, latent surface heat flux will increase more easily than over land, where the drier surface can warm (Sutton et al., 2007). However, it cannot be excluded that over the boreal land areas, part of the underestimated warming might be caused by too weak of a snow-climate feedback in the models. In this context, it is noteworthy that Hall and Qu (2006) report that over boreal land areas, the snow albedo feedback might indeed be underestimated in the majority of the CMIP3 models. A detailed investigation of the causes of this misfit is beyond the scope of this paper.

### 3.2 Climate projections

#### 3.2.1 Average SCE and snow mass, and trends

The projected future evolution of the NH seasonal SCE obviously depends very much on the scenario (Fig. 7). For the end of the 21st century (2080–2099), the average
reduction of NH-ifl seasonal SCE varies from $(7.2 \pm 3.8)\%$ for RCP2.6 to $(24.7 \pm 7.4)\%$ for RCP8.5, relative to the 1986–2005 reference period (Table 2). The uncertainty here is given as one inter-model standard deviation, with the ensemble means taken for each individual model before calculating the multi-model means and inter-model variabilities. Over the coming decades, the simulated present trend towards a reduced spring NH snow extent clearly continues in all scenarios, and does not depend on the particular RCP. For the 2016–2035 period, the models predict a NH-ifl SCE reduction of $5.4\% \pm 2.0\%$ for RCP4.5, the values ranging from $4.6\%$ to $6.1\%$ for the other scenarios with similar inter-model dispersion. The trend starts to level out by about 2030 for the RCP2.6 scenario and accelerates for RCP8.5 without slowing down until the end of the 21st century. The average simulated SCE trend over the 21st century under the RCP8.5 scenario (about $-2.5\%$ per decade) is weaker than the central estimate of the trend observed for the period 1979–2005, but it lies within the uncertainty range ($(-3.4 \pm 1.4)\%$ per decade, see Sect. 3.1.1).

The reduction of snow cover is strongest at the southern limits of the area of seasonal snow cover, where the warming immediately translates into a replacement of solid by liquid precipitation and a shortening of the snow season through earlier melt. This can be clearly seen in Fig. 8 which displays the zonal mean multi-model mean simulated changes, from the end of the 20th to the end of the 21st centuries on ice-free land, of solid precipitation, temperature, annual maximum snow water equivalent and snow season length as a function of latitude for the four RCPs. For all RCPs, the simulated solid precipitation amounts decrease most strongly at low latitudes and increase polewards of about $75^\circ$ N (Fig. 8a). The strong similarity between the four curves, with an approximate rotational symmetry at $75^\circ$ N where the simulated relative solid precipitation change is close to 0, is obviously due to precipitation change pattern scaling: the basic spatial patterns of solid precipitation change are the same for all four RCPs. The increasing intensity of climate change from RCP2.6 to RCP8.5 translates into an increasingly steep relationship between solid precipitation change and latitude. This is very coherent with Räisänen (2008) who reported a snowfall increase for the CMIP3
climate projections in the high northern latitudes, and it is coherent with observations of snowfall increase in these areas linked to very recent sea-ice cover reduction (Liu et al., 2012). Pattern scaling is equally obvious in the dependency of surface air temperature change as a function of latitude (Fig. 8b), with a clear and coherent signature of polar amplification for all RCPs, again coherent with the CMIP3 models (Masson-Delmotte et al., 2006). As a consequence of the strong snowfall reduction at the more southerly latitudes, the relative reduction of the maximum snow mass is strongest at these latitudes, while the changes are weak further north in spite of stronger warming (Fig. 8c). The relative reduction of snow season length (not shown) is similar: strong at lower latitude and fairly weak at higher latitudes. This is somehow misleading, however: the average snow season length at low latitudes is of course very short, while snow cover is almost permanent close to the pole. For a given scenario, the average change of snow season length in months (Fig. 8d) does not depend very strongly on the latitude in the extratropics. For the latitude bands north of 40° N, the reduction of the snow season length is roughly about 1.5 months in RCP8.5, while it is less than half a month in RCP2.6. At lower latitudes, the reduction of snow season length is weak for any scenario, simply because the average snow season is already very short at present. The shape of the curves in Fig. 8d is a result of the combined effects of the temperature and snowfall changes, leading to a stronger snow season length shortening in the 50°–60° N latitude band than further north.

3.2.2 Link between projected SCE and future global temperature changes until 2100

The link between the simulated NH-ifl spring snow cover extent and the simulated global mean temperature shown before (Sect. 3.1.2 and Fig. 6) becomes extremely clear when the model results from the scenario runs until 2100 are also taken into account. The regression lines between NH-ifl spring (March and April average) ice-free land SCE and the global mean surface air temperature for the different scenario runs and for the historical runs are almost identical and a very strong linear correlation
between the two variables emerges. For clarity, this is shown in Fig. 9a only for one particular model (CCSM4). This temperature-SCE relationship becomes non-linear for RCP8.5 beyond 2100 because land area becomes increasingly smaller and eventually vanishes towards the pole. Because for a given model the relationships between the two variables are independent of the scenario, Fig. 9b is restricted to RCP8.5, but shows the relationship for all available models. The linear regressions for the individual models yield an average slope of \((-6.8 \pm 1.4) \, ^\circ\text{C}^{-1}\), similar to the model results for the historical runs, but with a much lower inter-model spread; the results are more stable because the range of temperature anomalies over the 21st century in the RCP8.5 scenario is considerably larger than the corresponding range over the 1922–2005 period in the historical runs. Again, this average model slope is much weaker than the observed temperature sensitivity of spring SCE.

4 Summary and conclusions

In many respects, the simulated snow covers in the coupled models used in CMIP3 as analyzed by Roesch (2006) and CMIP5 have similar qualities and deficiencies. The snow cover extent is well reproduced by CMIP5 models for the present, and in particular the annual cycle of snow cover on large scale seems to be better reproduced than in CMIP3, but as in CMIP3, the models simulate too much snow in comparison to observations over China and Mongolia. In spite of the good performance of the “mean model”, there is a fairly large inter-model dispersion of spring snow cover extent in some regions. Similar to CMIP3, the amplitude of the 1979–2005 NH-ifl spring snow cover trend is underestimated by the CMIP5 models compared to the observed negative trend. The main reason for this misfit appears to be an underestimate of the boreal land surface warming over that period (Fig. 5c and d). Possibly the simulated snowfall increase in some regions along the southern limit of the NH seasonal snow cover area, which is not obvious in the observations (Fig. 5e and f), also plays a role. A future increase of solid precipitation in the high northern latitudes with a concomitant decrease...
further south, similar to what has been projected by the CMIP3 models (Räisänen, 2007), is also suggested by the CMIP5 models.

There is a clear and physically obvious relationship between NH-ifl spring snow cover extent and the annual mean land surface air temperature north of 50° N, and the sensitivity of NH-ifl spring SCE to these temperature changes over the 1922–2005 period is correctly represented by the models. However, because of an underestimate of the boreal land temperature change amplification with respect to the global mean temperature change, the apparent sensitivity of NH-ifl spring SCE to global mean temperature changes is too weak. We speculate that this underestimate of the boreal land temperature change amplification might in turn be partially caused by a wrong representation of the snow albedo feedback in the models. A detailed investigation of the causes of this misfit seems important because several potentially major climate feedbacks occur over the boreal land areas. Besides the snow-albedo feedback, greenhouse gas emissions from thawing permafrost bearing large amounts of organic carbon might constitute an important feedback to global climate change (e.g. Koven et al., 2011). If the temperature change over boreal land areas is too weak in the coupled climate models, the amplitude of these feedbacks might also be underestimated.

In any case, the simulated relationship between NH-ifl SCE and (global or regional) temperature change is similar for the present and for the future scenarios and is in particular independent of the climate forcing scenario. This means that, in principle, future snow cover extent could be expressed in terms of the annual mean global mean temperature, which, as the most basic climate metric, is used in global scientific assessments and as a political target, for example to define thresholds of dangerous human interference with the climate system (e.g. Meinshausen et al., 2009).
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### Table 1. CMIP5 models, groups and acronyms (see http://cmip-pcmdi.llnl.gov/cmip5/).

<table>
<thead>
<tr>
<th>Modeling Center (or Group)</th>
<th>Institute ID</th>
<th>Model Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commonwealth Scientific and Industrial Research Organization</td>
<td>CSIRO-BOM</td>
<td>ACCESS1.0</td>
</tr>
<tr>
<td>Beijing Climate Center, China Meteorological Administration</td>
<td>BCC</td>
<td>BCC-CSM1.1</td>
</tr>
<tr>
<td>Canadian Centre for Climate Modelling and Analysis</td>
<td>CCCMA</td>
<td>CanESM2</td>
</tr>
<tr>
<td>National Center for Atmospheric Research</td>
<td>NCAR</td>
<td>CCSM4</td>
</tr>
<tr>
<td>Centre National de Recherches Meteorologiques/Centre Européen de Recherche et Formation Avancées en Calcul Scientifique</td>
<td>CNRM-CERFACS</td>
<td>CNRM-CM5</td>
</tr>
<tr>
<td>Commonwealth Scientific and Industrial Research Organization in collaboration with Queensland Climate Change Centre of Excellence</td>
<td>CSIRO-QCCCE</td>
<td>CSIRO-Mk3.6.0</td>
</tr>
<tr>
<td>LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences and CESS, Tsinghua University</td>
<td>LASG-CESS</td>
<td>FGOALS-g2</td>
</tr>
<tr>
<td>NASA Goddard Institute for Space Studies</td>
<td>NASA GISS</td>
<td>GISS-E2-H</td>
</tr>
<tr>
<td>Met Office Hadley Centre</td>
<td>MOHC</td>
<td>HadCM3</td>
</tr>
<tr>
<td>Institute for Numerical Mathematics</td>
<td>INM</td>
<td>INM-CM4</td>
</tr>
<tr>
<td>Japan Agency for Marine-Earth Science and Technology, Atmosphere and Ocean Research Institute (The University of Tokyo), and National Institute for Environmental Studies</td>
<td>MIROC</td>
<td>MIROC-ESM</td>
</tr>
<tr>
<td>Atmosphere and Ocean Research Institute (The University of Tokyo), National Institute for Environmental Studies, and Japan Agency for Marine-Earth Science and Technology</td>
<td>MIROC</td>
<td>MIROC-ESM-CHEM</td>
</tr>
<tr>
<td>Max Planck Institute for Meteorology</td>
<td>MPI-M</td>
<td>MPI-ESM-LR</td>
</tr>
<tr>
<td>Meteorological Research Institute</td>
<td>MRI</td>
<td>MPI-ESM-P</td>
</tr>
<tr>
<td>Norwegian Climate Centre</td>
<td>NCC</td>
<td>MRI-CGCM3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NorESM1-M NorESM1-ME</td>
</tr>
</tbody>
</table>
Table 2. Northern Hemisphere ice-free land (NH-ifl) seasonal snow cover change (in %, ±1σ inter-model spread) relative to 1986–2005, for the four RCPs (March–April average). The number of models taken in account in each scenario is given in parentheses after the scenario name.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>RCP2.6 (15)</th>
<th>RCP4.5 (22)</th>
<th>RCP6.0 (12)</th>
<th>RCP8.5 (19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016–2035</td>
<td>−5.6 ± 2.3</td>
<td>−5.4 ± 2.0</td>
<td>−4.6 ± 1.6</td>
<td>−6.1 ± 2.4</td>
</tr>
<tr>
<td>2080–2099</td>
<td>−7.2 ± 3.8</td>
<td>−12.9 ± 4.2</td>
<td>−15.2 ± 5.8</td>
<td>−24.7 ± 7.4</td>
</tr>
</tbody>
</table>
Fig. 1. Agreement $F$ between the simulated and observed climatological seasonal cycles of snow cover for 1979–2005. (a) Average $F$ (mean of $F$ calculated for each individual model); (b) $F$ for the mean model (evaluation of the mean model output).
Fig. 2. Seasonal cycles of observed (black) and simulated (red) multi-model mean snow cover for southern (latitude < 50° N) and northern (latitude ≥50° N) Eurasia and North America, average over the 1979–2005 period.
Fig. 3. Percentage of models that simulate a frequency of snow cover in March in excess of a given threshold (shading, in %), and southern limit of the area where the probability of observing snow cover in March is higher than this threshold (black contour), both for the 1979–2005 period. (a) threshold 20%; (b) threshold 50%; (c) threshold 80%.
Fig. 4. March–April NH-ifl snow cover extent for the historical CMIP5 simulations of the individual models (colored crosses, normalized with respect to the simulated average 1986–2005 March–April extent) and observed March–April snow cover extent (black triangles, normalized with respect to the observed average 1986–2005 March–April extent). Linear trends are calculated over the 1979–2005 period (black thick line: observed trend, colored lines: individual models). The vertical dotted lines indicate the 1979–2005 period over which the linear trend is calculated.
Fig. 5. Observed (left) and simulated (right, multi-model mean) trends of near-surface snow-related variables, for the 1979–2001 period. Top row: March–April average snow cover change (%y r^{-1}). Middle row: annual mean surface air temperature trend (°C decade^{-1}). Bottom row: annual mean snowfall trend (kg m^{-2} y r^{-1}). Datasets produced by the Rutgers University Global Snow Lab (Robinson and Frey, 2000) are used for observed snow cover, CRUTEM4 for land surface air temperatures, and WATCH for snowfall rates.
Fig. 6. Observed (black triangles and thick black lines) and simulated (crosses and dashed lines, colors representing the individual models) relationship between the normalized NH-ifl March–April SCE (y-axis) and annual temperature anomalies (x-axis). (a) x-axis: mean temperature anomalies for land areas north of 50° N (CRUTEM4); (b) x-axis: global mean temperature anomalies (HadCRUT4). Data and model output are represented for the period 1922–2005. The reference period for temperature and SCE anomalies is 1986–2005. The linear regressions (lines) were calculated for the period 1922–2005, except for the dotted thick line which shows the regression calculated for the observations over the period 1979–2005.
Fig. 7. Projected NH March–April average seasonal snow cover extent (RSCE, relative to the 1986–2005 reference period) for the different RCP scenarios (blue: RCP2.6; green: RCP4.5; yellow: RCP6.0; red: RCP8.5), multi-model average over all available models for each scenario. The 5-yr running average ensemble mean is taken for each individual model before the multi-model average is calculated. Inter-model spread is represented as plus or minus one standard deviation from the multi-model mean.
Fig. 8. Zonal mean multi-model mean simulated changes, from the end of the 20th to the end of the 21st centuries, of solid precipitation (a), temperature (b), annual maximum snow water equivalent (c) and snow season length (d) for continental grid points as a function of latitude (10° latitude bands centered at 25, 35, 45, 55, 65, 75, and 85° N) for the four RCPs.
Fig. 9. NH ice-free land spring (March–April) SCE (relative to 1986–2005) as a function of global mean annual mean surface air temperature (relative to 1986–2005), for the historical runs and the scenario runs until 2100. (a) for CCSM4 (4 RCP and historical ensemble means); (b) for all models, RCP8.5 until 2100 and historical ensembles only. The data shown are five-year running averages.