Empirical estimation of present-day Antarctic glacial isostatic adjustment and ice mass change
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Abstract

This study explores an approach that simultaneously estimates Antarctic mass balance and glacial isostatic adjustment (GIA) through the combination of satellite gravity and altimetry data sets. The results improve upon previous efforts by incorporating reprocessed data sets over a longer period of time, and now include a firn densification model to account for firn compaction and surface processes. A range of different GRACE gravity models were evaluated, as well as a new ICESat surface height trend map computed using an overlapping footprint approach. When the GIA models created from the combination approach were compared to in-situ GPS ground station displacements, the vertical rates estimated showed consistently better agreement than existing GIA models. In addition, the new empirically derived GIA rates suggest the presence of strong uplift in the Amundsen Sea and Philippi/Denman sectors, as well as subsidence in large parts of East Antarctica. The total GIA mass change estimates for the entire Antarctic ice sheet ranged from 53 to 100 Gtyr\(^{-1}\), depending on the GRACE solution used, and with an estimated uncertainty of ±40 Gtyr\(^{-1}\). Over the time frame February 2003–October 2009, the corresponding ice mass change showed an average value of \(-100 \pm 44\) Gtyr\(^{-1}\) (EA: 5 ± 38, WA: −105 ± 22), consistent with other recent estimates in the literature, with the mass loss mostly concentrated in West Antarctica. The refined approach presented in this study shows the contribution that such data combinations can make towards improving estimates of present day GIA and ice mass change, particularly with respect to determining more reliable uncertainties.

1 Introduction

Over the past decade, there has been general consensus within the glaciological and geodesy communities that the ice sheet of Antarctica is currently experiencing a significant loss in ice mass, on the order of tens to hundreds of gigatons (1 Gt = 10\(^{12}\) kg) per year (Chen et al., 2006; Rignot et al., 2008; Horwath and Dietrich, 2009; Jacob
et al., 2012; Shepherd et al., 2012). The impact of this ice loss is substantial, as the result of change in sea level and ocean currents have global environmental and societal consequences. For Antarctica, the mass change estimates from the Gravity Recovery and Climate Experiment (GRACE) have large uncertainties associated with them due to a number of inaccurately known input models (Thompson et al., 2004; Seo et al., 2008; Gunter et al., 2010). Of these, the dominant error comes from the inaccurate knowledge of glacial–isostatic adjustment (GIA) (Gunter et al., 2009), which is the deformation of the solid earth due to the slow return of mantle material that was displaced by the changing ice load during the last ice age (which peaked ∼21 kyr ago). The fact that the GRACE mission can only observe the total gravitational accelerations acting on the mission’s twin satellites means that GRACE measurements are not able to distinguish between accelerations due to mass changes caused by the loss/gain of ice from those accelerations caused by the GIA-induced surface uplift. As a result, the effects of GIA are typically removed in the data processing with modeled values; however, the uncertainty in current GIA models is > 50% of the mass change estimates derived from GRACE (Velicogna and Wahr, 2006), i.e., it is also at the scale of tens of gigatons of equivalent ice mass change. This is due to the very sparse (in both space and historical time) geophysical and climatological data available for Antarctica, which are required to constrain historical changes in ice history and hence GIA models. This uncertainty in the GRACE estimates makes the monitoring and prediction of current mass loss trends much less reliable, and highlights the need to make improvements in the determination of the GIA and ice mass change signals.

An alternative to forward modelling present-day GIA is to estimate present-day uplift (Wahr et al., 2000). One approach to accomplish this involves incorporating estimates of ice elevation (satellite altimetry) and bedrock uplift (GPS). The addition of the altimetry products is particularly important because they track absolute volume changes, as opposed to the absolute mass change measured by GRACE. While these are two completely different observables, they are complementary and permit the separation of the GIA and ice mass changes, given knowledge of ice/rock densities. This is possible...
because the large density contrast between rock and ice make the altimetry products much more sensitive to the volume changes associated with ice mass changes, while the gravity products are much more sensitive to the mass changes associated with GIA. For example, a 1 cm uplift due to GIA would be barely detectable by satellite altimetry, but the corresponding (large) mass change from this small uplift would be clearly observable from GRACE. Previous studies have demonstrated the feasibility of this approach (Wahr et al., 2000; Velicogna and Wahr, 2002), with the first real-data combination produced by Riva et al. (2009). As a joint estimation problem, GIA and ice mass change trends are simultaneously computed, creating a self-consistent set of estimates. In addition, as a data-driven approach, the errors of the input data sets can be used to generate realistic and spatially varying uncertainties of the resulting GIA and mass change estimates through standard error propagation techniques. In the time since the first real-data combination was achieved, several major improvements to the methodology and data sets have taken place, resulting in new estimates of Antarctic GIA and ice sheet mass balance that this paper seeks to highlight.

New contributions of this study include the use of updated data from GRACE and the Ice Cloud and land Elevation Satellite (ICESat) mission, which have both recently undergone a complete reprocessing that has noticeably improved the data quality compared to previous releases. For the GRACE data, a range of both unconstrained and regularized solutions are evaluated to better categorize the impact that different processing strategies can have on the results. The ICESat data was processed using a recently developed technique involving the use of overlapping footprints (OFPs). The approach was first developed by Slobbe et al. (2008) for a study of the Greenland ice sheet, but has not been applied previously to Antarctica. The OFP approach was expanded and improved for this study, and made use of the latest release of ICESat data (R633). The OFP method has many benefits over standard repeat-track and cross-over techniques, and is particularly well-suited for Antarctica due to the high density of laser shots available. The technique also allows for the independent determination of
the systematic campaign biases which are present in the ICESat surface height rates, a critical item when considering long-term ice sheet volume changes.

Another important contribution of this study is the use of a firn densification model (FDM) that estimates spatial and temporal variations in firn layer temperature, depth and mass, and which also accounts for penetration, retention and refreezing of meltwater. Most similar studies to date have relied on a simplified density assumption to convert altimetric heights to mass, often just a constant value. For many regions which experience highly variable accumulation rates, as well as glacial thinning and high GIA rates, a constant surface density assumption significantly misrepresents the true surface characteristics. Finally, the GIA component of the data combination was compared against vertical height displacement measurements collected from a network of dozens of permanent GPS ground stations. Such comparisons allowed the various data combinations to be evaluated, both with each other, as well as against state-of-the-art GIA models.

This paper will assess the impact of these new developments on the GIA and ice mass change estimates of Antarctica, as well as provide an outlook for future investigations. As will be shown later, the resulting GIA models compare favorably with other modelled estimates, but do suggest some areas, such as the Amundsen Sea Sector, may be experiencing much higher uplift rates than previously thought. These regions of higher GIA uplift in turn affect the total ice mass change, resulting in mass balance estimates that are lower than most found in the literature for Antarctica.

2 Methodology

The underlying methodology used to combine the altimetric and gravimetric data sets is adapted from earlier work by Riva et al. (2009), summarized here for convenience. In short, the technique relies on the fact that satellite altimetry measurements primarily observe surface processes, such as accumulation and ablation, whereas the mass change measurements from satellite gravimetry are sensitive to the mass change
of both GIA and surface processes. By exploiting the difference in density between ice/snow, $\rho_{\text{surf}}$, and the solid earth, $\rho_{\text{rock}}$, the following relationship can be established which relates the vertical height rates of GIA, $\dot{h}_{\text{GIA}}$, to the mass, height, and density values for a given location.

$$\dot{h}_{\text{GIA}} = \frac{\dot{m}_{\text{GRACE}} - \rho_{\text{surf}} \cdot \dot{h}_{\text{ICESat}}}{\rho_{\text{rock}} - \rho_{\text{surf}}}$$  

(1)

A 400 km Gaussian smoothing is applied to ensure the various components in Eq. (1) have the same spatial resolution, but this is only done after elements with equivalent resolution are first combined. For example, the multiplication of the surface density and ICESat height rates is done before applying the smoothing, since these two grids have approximately the same spatial resolution. How the surface and rock densities are treated will be covered in the next section, as well as the consideration of elastic effects.

### 3 Data sets

Several data sets are used to perform the combination, as well as validate the results. For this study, the total mass change estimates were derived from GRACE and the surface height trends derived from ICESat. The properties of the surface, i.e., surface mass balance (SMB) and firn layer changes, were taken from Antarctic climate and firn densification models. The solid earth densities were assumed to be 4000 kg m$^{-3}$ for land, transitioning to 3400 kg m$^{-3}$ under the ice-shelves, consistent with Riva et al. (2009). Only the surface heights and surface processes over the grounded ice sheet were used, since these changes do not contribute to mass change over the ice shelves, while the GRACE and solid earth densities were used over both land and ocean regions. The time period under investigation covers the entire ICESat mission period, from February 2003 to October 2009.
3.1 Gravimetry

The GRACE mission has collected data on the time-variable nature of Earth’s gravity field since its launch in March 2002. A number of research centers produce monthly gravity field models, using different processing methodologies. A range of models are examined in this study, including those generated by the University of Texas at Austin Center for Space Research (CSR), the GeoForschungsZentrum (GFZ), and Delft University of Technology (TUD). Both RL04 and RL05 solutions were evaluated when available, as well as regularized solutions using various techniques. Degree one coefficients were added to all solutions using values generated from the approach of Swenson et al. (2008) (using RL05 GRACE data), and the C_{2,0} harmonics were replaced with those derived from satellite laser ranging (Cheng and Tapley, 2004). For the RL04 models, the secular trends that are removed from select zonal coefficients were restored, as these rates are believed to mostly represent the effects of GIA.

For all solutions except the Delft Mass Transport (DMT-1b) models produced at TUD (Liu et al., 2010), which use a specialized method for the trend estimation (Siemes et al., 2013), a linear trend was estimated for each harmonic coefficient across the entire time series of monthly models (again, covering only the time period from February 2003 to October 2009). The trend was co-estimated with a bias, annual periodic, and tidal S2 (161 day) periodic terms. Earlier studies (Seo et al., 2008) indicated that additional aliasing may occur at other tidal frequencies, e.g., K2 (1362.7 days); however, an investigation into these showed that only S2 showed a noticeable influence on the long-term trends over Antarctica, particularly for the newer RL05 solutions. Evidence for this is provided in Fig. 1, which shows the amplitude of the estimated K2 periodic signal in units of equivalent water height (EWH) computed from both a representative GRACE solution (CSR RL04 DDK3 in this case) and the 330 km Gaussian smoothed surface mass balance (SMB) estimates from the RACMO2 climate model (see Sect. 3.3). The fact that the majority of the areas with larger amplitudes in the GRACE solution (Fig. 1a) are spatially correlated with those seen in the SMB esti-
mates (Fig. 1b), suggests that the signal seen in the GRACE data is genuine mass variability at this frequency.

For the unconstrained CSR and GFZ solutions, the estimated long-term trend was then de-striped using an approach similar to that outlined by Swenson and Wahr (2006), but with the filtering parameters described by Chambers and Bonin (2012). Even though these parameters were created with ocean applications in mind, the choice of polynomial degree (5th order for RL04, 4th order for RL05) and starting degree and order (12 for RL04, 15 for RL05) were found to perform better than other alternative parameters tested, and were therefore used for this study. No de-striping was applied to any of the regularized solutions.

Several sets of regularized solutions were included in the analysis, to examine the potential impact that different spatial filtering techniques may have on the final results. This included the Wiener-type filter described by Kusche (2007), which was applied to the RL04 (DDK3) and RL05 (DDK5) solutions for both the CSR and GFZ. A recently developed set of filtered solutions developed by Save et al. (2012), utilizing an L-curve method with Tikhonov regularization, were also evaluated (named here “CSR Reg”). Finally, for the DMT1-b solutions, the anisotropic filtering method developed by Klees et al. (2008) is applied after the long-term coefficient trend is estimated (along with bias, annual, and S2 terms).

Not all solutions are generated to the same spherical harmonic degree and order, and truncating them to the lowest common resolution, e.g., 60 × 60, can noticeably degrade their quality. Therefore, most solutions were left in their native resolution when possible, as indicated in Table 2. For the GFZ unconstrained solutions, however, leaving them at their original resolution resulted in the presence of a significant amount of noise in the trends, requiring a small degree of additional Gaussian smoothing after the trend fitting and de-striping process. The amount of Gaussian smoothing for these unconstrained GFZ solutions was kept at a minimum in an effort to maximize the signal content in the solutions, and was approximately 200 km.
In total, 10 different GRACE solutions were evaluated, with the geographical plots for a representative selection of these cases shown in Fig. 2. The plots for all 10 solutions can be found in Fig. S1 of the Supplement. As can be seen, the trends for nearly all solutions are quite similar; however, some variations can be seen in terms of magnitude and resolution of finer features. As will be seen later, these variations will have an important influence on the outcome of the estimated GIA and ice mass change values from the data combinations.

3.2 Altimetry

The ICESat mission was the first Earth-orbiting laser altimeter and, while no longer operational, it was able to collect valuable information on the long-term surface height change of Antarctica over a period which directly coincides with when the gravity data from GRACE was collected. The surface height change trends used for this study were computed using the latest release of ICESat data (R633), and were computed using an approach involving overlapping footprints (OFPs), similar to that described by Slobbe et al. (2008) for Greenland. This is the first time the OFP approach has been applied to Antarctica. The technique is well suited for observing long term trends at a high spatial resolution, since the co-location of the laser shots used in the height change estimates do not rely on interpolation and/or surface approximations inherent in other techniques, such as cross-over and repeat-track analysis. The technique is particularly useful for height change studies in Antarctica due to the high density of laser shots from the near-polar orbit of ICESat. The data processing uses a set of editing criteria to remove outliers, and estimates a custom set of inter-campaign biases, the details of which are outlined below.

3.2.1 Overlapping footprint approach

The basic principle of the OFP approach is illustrated in Fig. 3a, where an overlapping footprint pair is defined as any two individual ICESat laser shots whose ground foot-
print have at least some overlapping area. The technique described by Hughes and Chraibi (2011) was used to determine if the ellipses characterizing any two laser shots physically overlapped, as well as the percentage of overlap if they did. The two laser shots can come from any two ICESat campaigns and are not restricted to ascending or descending tracks; however, OFPs within the same campaign are excluded in this study due to the higher uncertainties they introduce. The height change ($d h$) from an OFP pair can be divided by the time difference ($d t$) of the two shots to compute a height change rate ($d h/dt$). To reduce the impact of slope effects, the degree of overlap can be used as an editing criterion so that the centers of the two footprint ellipses are as close as possible. This option will be used in the next section when estimating the inter-campaign biases.

To find potential OFPs, the maximum radius for each campaign (the footprint radius is not constant over time) is first determined based on all available shots. Any two shots whose centers are closer than the total distance of their respective campaign radii were considered OFP candidates. Depending on the shape and orientation of the two laser footprints, it is possible that two footprints can be close enough that their circumscribing circles overlap without the actual footprint ellipses overlapping, as illustrated in Fig. 3b. These neighboring shots in Fig. 3b offer the same information content as those in Fig. 3a, since the shot centers are still within twice the (maximum) semi-major axis distance from each other in both scenarios. As such, the ICESat-derived surface height trends used later include these neighboring shots, termed here “near-neighboring” (NNs) shots, to distinguish them from the physically overlapping OFPs. Approximately 151 million total OFP/NN shots were used, of which 76 million were NNs. Unless otherwise noted, future references to OFPs will imply that both OFP and NN pairs are included.

The original full set of R633 laser shots used in the analysis was edited in accordance with that outlined in Urban et al. (2013), and included the use of standard quality flags, as well as other criteria such as the use of only single peak shots, a maximum gain value of 150, and a maximum co-elevation angle of $0.45^\circ$. In addition, any $d h/dt$ values...
computed from individual OFP/NN pairs greater than 12 m yr\(^{-1}\) were excluded, as this is assumed larger than most known glacial thinning or ablation processes. A linear trend in time (without annual terms) was fit across all \((dh, dt)\) pairs satisfying the editing criteria within 20 km \(	imes\) 20 km area blocks, with the uncertainties determined by scaling the formal error from the least squares regression by the estimated variance of unit weight (EVUW) computed from the post-fit residuals (Urban et al., 2013). This EVUW scaling also helps to account for errors due to any seasonal variations that might be present. The estimated \(dh/dt\) values from this process are shown in Fig. 4a, with the corresponding uncertainties in Fig. 4b. When integrated only over the grounded ice sheet, using the boundaries defined by Zwally et al. (2012), the total volume change is approximately \(-109 \pm 68 \text{ km}^3 \text{ yr}^{-1}\). Most of the uncertainty is located in the Antarctic Peninsula and Transantarctic Mountains, and is caused by both a combination of poor sampling and steep topography.

3.2.2 Estimation of campaign biases

The ICESat laser shots are known to have a systematic bias in them that can introduce cm-level errors if neglected (Gunter et al., 2009). To minimize the effect of these campaign-specific biases, an approach to estimate their magnitude was adopted using a low-precipitation zone (LPZ) in East Antarctica, in the same line as Gunter et al. (2010) and Riva et al. (2009). The rationale is that East Antarctica is one of the driest places on Earth, and has relatively flat topography, so very little surface height change is expected to take place in this region. The exact region used to estimate the campaign biases is shown in Fig. 5, and was derived using output from the regional climate model to be discussed in Sect. 3.3. In particular, the region corresponds to an area that is estimated to have less than 21.9 mm EWH yr\(^{-1}\) of average yearly solid precipitative flux, a value chosen by trial-and-error to create a continuous low-precipitation zone that is sufficiently isolated from areas of steep topography.
Using this LPZ, a select set of ICESat measurements were used to precisely estimate the biases. One of the advantages of the OFP approach is that the degree of overlap between two laser shots can be tuned to a specific range. With a higher overlap criterion, the shots have more coincident ground coverage, but at the expense of reducing the number of OFPs used, since fewer shots will satisfy the criterion. For the determination of the campaign bias, it was important that the shots involved in the OFPs have high levels of overlap, to reduce any potential errors caused by changes in the surface topography within the footprint area. As such, the OFPs used for the bias estimates were required to have at least an 80% overlap with one or both of the laser shots. In addition, any \( dh \) values greater than 1 m were considered outliers and excluded (this overlap and \( dh \) editing criteria were only used for the determination of the campaign biases). A time series of the least median of squares of the remaining \( dh \) values were created, using each campaign as a reference, for a total of 18 different bias profiles (gray lines in Fig. 6). For example, the bias profile using campaign 3b would consist of \( dh \) values from the OFP combinations 1a-3b, 2a-3b, 2b-3b, etc. The mean of each profile was removed before taking the median value at each time step (dark blue). To investigate the influence of possible accumulation or compaction in the LPZ, the firn densification model (Sect. 3.3) was used to predict any surface change of the firn. The model did suggest a small surface lowering over the LPZ, on the order of \(-0.15\,\text{cm\,yr}^{-1}\) (magenta), and this value was removed from the median values to arrive at the final campaign bias estimates (cyan) shown in Table 1. Standard deviations for each campaign bias are also provided in the table. There is a small amount of variation in the biases from campaign to campaign, but the overall trend of the bias estimates is \(1.58 \pm 0.08\,\text{cm\,yr}^{-1}\). This is generally consistent with the earlier \(2.0\,\text{cm\,yr}^{-1}\) bias estimates computed using mean sea surface comparisons (Gunter et al., 2009), as well as other estimates in the literature (Urban and Schutz, 2005; Siegfried et al., 2011; Ewert et al., 2012); however, these previous bias estimates used earlier ICESat data releases, so are not directly comparable to the estimates of this study. Also note that because the mean was removed from the individual profiles, the values represent the
bias offset with respect to the mid-point of the ICESat mission lifetime. The estimated biases were removed from the individual laser shots involved in the height change calculation for each OFP, i.e., before the trend-fitting by blocked area discussed in the previous section.

3.3 Climate data

In order to separate the deformation caused by surface processes (ice, firn) from those of the solid-earth (GIA), both the volume and mass change of the ice sheet needs to be known. There are many complex processes at work that complicate the determination of these quantities, including regional variations in temperature, accumulation, and firn compaction. To account for these, a firn densification model (FDM) developed by Ligtenberg et al. (2011) is used that is forced at the surface with realistic 6-hourly climate output from the regional atmospheric climate model RACMO2 produced by Lenaerts et al. (2012). This FDM model accounts for compaction of the firn over time, and is used in conjunction with the time-varying estimates of the total SMB from RACMO2 to estimate the mass change of the firn layer. Figure 7 shows the total surface height rate, and associated uncertainties, as derived from the FDM model over the study period. It is important to note that the FDM of Fig. 7b only represents the surface height changes of the firn, and does not reflect changes due to either the solid earth or ice dynamics. Furthermore, the mass change of the firn over time, \( \dot{m}_{\text{firn}} \), is derived from the SMB, which is a separate product generated from RACMO2, although both the FDM and SMB estimates are inherently linked.

Two basic assumptions were made to account for height differences that were found to exist between the altimetry measurements and the FDM. First, the uncertainties of the height estimates derived from the ICESat and FDM data sets were defined over each grid cell as

\[
\sigma_h = \sqrt{\sigma^2_{\text{ICESat}} + \sigma^2_{\text{FDM}}}.
\]  (2)
using the standard deviations shown in Figs. 4 and 7. In order to convert the volume changes derived from the ICESat data into mass, the density of the volume change needs to be known. Because RACMO2 only models firn processes, any negative differences between the ICESat and FDM surfaces that was greater than $2\sigma_h$ for any given grid cell were assumed to be the result of ice dynamics (glacier thinning), and the density assigned to this volume loss was that of ice (917 kg m$^{-3}$). Similarly, any positive height differences beyond the $2\sigma_h$ level were attributed to an underestimation of SMB by RACMO2, and given a density closer to that of snow using a static density profile similar to that of Kaspers et al. (2004). The justification for the densities assigned to positive height differences is shown in Fig. 8. This plot shows the derived density (Fig. 8c) computed from those regions where the (GRACE – SMB) differences were greater than 20 kg m$^{-2}$ yr$^{-1}$, and the (ICESat – FDM) were greater than 6 cm yr$^{-1}$. The resulting densities in those areas are predominantly in the 350–600 kg m$^{-3}$ range, with a mean value of 396 kg m$^{-3}$, suggesting that the use of snow densities for these positive height anomalies is reasonable. The only exception to the rules of positive or negative height differences was for the region of the Kamb Ice Stream in West Antarctica, where no ice discharge takes place, and the positive height change is assumed to be a build-up of ice (glacier thickening) with a density of 917 kg m$^{-3}$. If the height differences between ICESat and the FDM fell within the $2\sigma_h$, the height measurements were considered to be within the uncertainty of the data sets, and the volume/mass of the difference was neglected. It is important to note that these assumptions only deal with potential residual signal observed between ICESat and the FDM. The majority of the surface mass changes come directly from the SMB estimates (i.e., $\dot{m}_{\text{firm}}$) derived from RACMO2. As such, the utilization of the SMB and FDM in the combination approach required a modification of Eq. (1),

$$\dot{h}_{\text{rock}} = \frac{\dot{m}_{\text{GRACE}} - [(\dot{h}_{\text{ICESat}} - \dot{h}_{\text{firm}}) \cdot \rho_\alpha + \dot{m}_{\text{firm}}]}{\rho_{\text{rock}} - \rho_\alpha}$$

(3)
where
\[
\rho_a = \begin{cases} 
917 \text{ kg} \text{ m}^{-3}, & \text{if } \dot{h}_{\text{ICESat}} - \dot{h}_{\text{firn}} < 0 \\
\rho_{\text{surf}}, & \text{if } \dot{h}_{\text{ICESat}} - \dot{h}_{\text{firn}} > 0 \\
0, & \text{otherwise}.
\end{cases}
\] (4)

It should be noted that, in the combination, an elastic correction is made for the load represented by the right-hand-side of the numerator in Eq. (3), i.e., from the surface mass variations computed from ICESat and the SMB data. This correction ultimately has a negligibly small influence on the final results, but is done in the interest of completeness.

### 3.4 Vertical site-displacements

The output from the combination represented by Eq. (3) is a vertical rate associated with GIA over Antarctica, hereafter referred to as the empirical rates. While a map of these values can be compared against other GIA models in an attempt to assess its accuracy, an alternative approach is to compare the empirical rates with those observed by ground-based GPS stations. For this study, vertical displacement rates for up to 35 GPS stations were used for the comparisons to be shown later. The processing of the GPS displacements followed that of Thomas et al. (2011), and includes both seasonal and permanent stations. Likewise, the trends in vertical displacement for these stations have been corrected for elastic deformation effects using ice mass flux estimates for 2006 (where available, otherwise values for 2000 were used) taken from Rignot et al. (2008). Furthermore, the time frames for the GPS trend analysis do not necessarily overlap with the GRACE and ICESat data sets; however, this is not as critical for the GPS rates, since GIA is assumed to evolve at near-constant rates over relatively short geologic time frames (e.g., decades), and elastic effects are removed.
Following a similar approach as Whitehouse et al. (2012), comparisons with the GPS data were done by computing the weighted root-mean-square of the residuals (WRMS) between the vertical empirical or modelled rates and those observed from the GPS stations \(i\),

\[
WRMS = \sqrt{\frac{\sum w_i \cdot (\dot{h}_{\text{GIA}} - \dot{h}_{\text{GPS}})^2}{\sum w_i}}
\]

where the weight,

\[
w_i = \frac{1}{\sigma_{\text{GPS}}^2 + \sigma_{\text{GIA}}^2}
\]

incorporates both the uncertainty of the individual GPS stations (\(\sigma_{\text{GPS}}\)) as well as the uncertainty of the GIA estimate (\(\sigma_{\text{GIA}}\), described later in Sect. 5.1) at the station location. The uncertainties for the GPS stations ranged from <0.3 mm (indicated by large symbols in Fig. 11), 0.3 to 1.5 mm (medium symbols), and >1.5 mm (small symbols). Additional details of the comparisons to the GPS displacements will be discussed later in Sect. 5.

4 GIA bias correction

One of the early observations from the combination results was the presence of a mm-level bias in the empirically derived GIA rates. Earlier investigations into this suggested that the cause of this bias could come from several sources (Gunter et al., 2010). For example, if there exists a secular trend in the geocenter motion (degree 1 coefficients), then any Z-component rate would be unaccounted for in this analysis. The uncertainty in the determination of \(C_{2,0}\) (related to Earth’s oblateness) from GRACE has been recognized for some time, and is why values from satellite laser ranging are still recommended to be used in place of those found in the official data products. Any trend
or other inconsistency in the coefficient values used for $C_{2,0}$ would translate into a rate bias for Antarctica. Errors in the ICESat campaign could also contribute to the differences seen, as would any inconsistency in reference frames used by the various data sets. It is important to note that every 1 mm of offset in the GIA rates would translate into approximately $50 \text{Gt yr}^{-1}$ of solid-earth mass change, so while the magnitude of the offset is small, its impact on the solution can be significant.

To address the issue of potential offsets in the solutions, use was made again of the LPZ shown in Fig. 5. The rate of GIA in this region is expected to be very small, i.e., significantly less than the unknown bias offset caused by the various sources discussed above. As such, the LPZ is used as a calibration area, where both the mean surface height change (Sect. 3.2.2) and subsequent GIA is assumed to be zero in that region. In terms of a practical implementation, this is accomplished by computing the mean value over the LPZ of the smoothed $\dot{h}_{\text{GIA}}$ values generated from Eq. (3). This mean value, termed the “LPZ GIA bias”, is then removed from all GIA values uniformly. The magnitude of the LPZ GIA bias for each case investigated is shown in Table 2.

Calibrating the solutions to the LPZ provides a simple but effective way to deal with the range of bias contributors (i.e., geocenter, reference frame, campaign bias, etc.) that are currently not known at the mm-level or less. The LPZ bias correction also allows each solution to be compared more equivalently, since the bias contributors which are removed may be different for each case. The primary consequence for using the LPZ in this way is that the GIA solutions created become regional to Antarctica, and therefore cannot be used to estimate global GIA effects, such as the contributions from the Northern Hemisphere.

5 Combination results

The geographical plots of a select set of the resulting GIA models created from the LPZ calibration approach are shown in Fig. 9 (the full set of plots can be found in Fig. S2 of the Supplement). The corresponding mass change values are provided in Table 2.
pressed in total gigatons per year (Gtyr\(^{-1}\)) and divided into regions representing East Antarctica (EA), West Antarctica (WA), and the total Antarctic Ice Sheet (AIS), following the grounding lines defined by Zwally et al. (2012) (extended outwards by 400 km to account for the smoothing). Once the GIA mass change rates were obtained, they were subtracted from the total mass change estimated from GRACE to derive a corresponding ice mass change value, also shown in Table 2. Since the earlier LPZ GIA bias was estimated using all components in Eq. (3) (i.e., including SMB, surface heights, and GRACE), in order to compute the ice mass change estimates in a consistent manner, a separate LPZ bias was estimated for only GRACE, i.e., the “LPZ GRACE bias”, the values of which are shown in Table 2 in units of EWH. Again, this is done to ensure that the mean value of mass change over the LPZ is set to zero.

5.1 Uncertainty analysis

Errors in the GIA and ice mass change estimates from the combination approach were computed using formal error propagation techniques, resulting in what are believed to be realistic error uncertainties. Where possible, uncertainties provided for the individual input sources were used, while for other sources certain assumptions were made, the details of which are outlined below.

For the GRACE data, the uncertainties were derived using formal error propagation techniques and the publicly available calibrated errors provided by the CSR for each monthly solution, along with the uncertainties provided with the degree 1 and C\(_{2,0}\) coefficients. The calibrated errors were first propagated into equivalent water height (EWH) using the functional model described by Wahr et al. (1998). These errors were in turn propagated onto the trend component, using the same parameterization described earlier in Sect. 3.1. Though not shown, the GRACE errors do have a latitudinal dependency to them, but for Antarctica they are relatively uniform at approximately 1–1.5 mmyr\(^{-1}\) EWH. It is important to note that the errors for GRACE are assumed to be the same for all solutions evaluated, and which is a source of future refinement for the
combination approach. The errors for the ICESat trends made use of the EVUW-scaled uncertainties discussed in Sect. 3.2, which are shown in Fig. 4b. The FDM provided has associated uncertainties, as shown in Fig. 7b; however, the SMB information used to determine $m_{\text{firn}}$ in Eq. (3) do not have estimated uncertainties, so a standard deviation of 10% of the value for each grid point was used as a conservative estimate, similar to that employed by Rignot et al. (2008). For the rock densities, a standard deviation representing 100 kg m$^{-3}$ of the value for each grid point was assumed. Likewise, for the surface density value used when treating the differences between ICESat and the FDM, a 10% standard deviation was also used per grid point.

The aforementioned input data uncertainties were then formally propagated using Eq. (3) to generate total uncertainties for the three major mass change quantities (total mass change, GIA-related mass change, and ice mass change) for EA, WA, and the AIS. The uncertainties for the AIS were computed by taking the square-root of the sum-of-squares of the EA and WA uncertainties. This is consistent with the analysis done as part of the recent Ice Sheet Mass Balance Intercomparison Exercise (IMBIE) (Shepherd et al., 2012), and is justified by the fact that the primary signals in EA and WA are sufficiently separated that their errors can be treated as independent of each other. These results are summarized on the last row of Table 2, with the geographical variation of the uncertainties shown in Fig. 10. The GIA uncertainties (1−σ) over the AIS are 40 Gtyr$^{-1}$, with the regions of higher uncertainties located in the areas most expected, such as the Amundsen Sea Sector (ASE) and Wilkes/Adelie Land (WA). The ice mass change estimates are relatively well defined for WA at 22 Gtyr$^{-1}$, with more uncertainty over EA, due primarily to the much larger surface area involved. In general, the ice mass change uncertainties match those of the IMBIE study, as well as other recent studies (King et al., 2012; Jacob et al., 2012). The GIA uncertainty rates are inherently difficult to quantify with current modeling techniques, and is therefore one of the strengths of the data-driven approach. A more detailed discussion on the implications of these uncertainties on the results will be provided in the next sections.
5.2 Comparisons with GPS ground stations

To gain more insight into the performance of the estimated GIA rates, as well as to ensure an equal comparison with existing GIA models, the GPS rates were compared to several variants of the estimated GIA uplift rates. The first approach uses the same WRMS calculation described by Eqs. (5) and (6), using the empirical rates corrected with the LPZ GIA bias described earlier, along with the estimated GPS and GIA uncertainties. Both the full 35-station set of GPS stations were used, as well as a smaller subset of 29 stations. The 29-station subset was chosen to remove the influence that stations on Graham Land (GRA) might have on the WRMS calculations, as well as two other stations which showed vertical rates with large differences (> 5 mm yr\(^{-1}\)), or were opposite in sign, to neighbouring GPS sites. GRA is a particularly dynamic region, and there are many factors that could impact the comparison of the GPS and derived GIA rates (Scambos et al., 2004; Thomas et al., 2011). Examples include potentially strong elastic effects on the GPS stations, the fact that ICESat is relatively data poor in this region, and the ability of GRACE to resolve the mass change of narrow north–south oriented features. The WRMS comparisons for both sets of GPS stations are shown in Table 3, with the stations excluded in the 29-station subset designated by square symbols in Fig. 11.

The results shown in Table 3 are useful for evaluating the performance of the various individual cases computed from the combination approach, primarily because the uncertainty of the resulting GIA rates can be used in the WRMS calculation. For comparisons of the empirically derived GIA rates to those from existing GIA models, the uncertainties of these models are not always available. Therefore, the comparisons with the GIA models were handled slightly differently, with the intention of making the comparisons more equivalent. The individual assumptions and choice of Earth model parameters for each of the models is different, and again may result in a bias offset with the observed GPS rates. To account for these, a bias term was estimated and removed between the GPS and modelled-GIA rates before the WRMS was computed. A similar
systematic bias term was also estimated for the empirical rates from the combination approach, and was removed in addition to the LPZ-bias term discussed previously. As shown in Table 4, the average systematic bias magnitude is approximately 1 mm yr\(^{-1}\), and has an estimated uncertainty of \(\sim 0.3\) mm yr\(^{-1}\), demonstrating the bias to be statistically significant. The removal of the GPS bias serves to reduce all solutions to the same frame as the GPS network, and ideally allows the WRMS values computed to reflect the spatial correlation with the station displacements and not additional systematic differences such as global reference frame differences or far-field model assumptions. In addition to the systematic bias correction, because model uncertainties are not provided for all models, only the uncertainties of the GPS stations were used in the WRMS calculations. This is equivalent to setting \(\sigma_{\text{GIA}}\) to zero in Eq. (6).

The empirical rates were compared to the rates predicted from three recent GIA models: the ICE-5G model (Peltier, 2004)\(^1\), the IJ05 model (Ivins and James, 2005), and the W12a model (Whitehouse et al., 2012)\(^2\). The Simon et al. (2010) revision of the IJ05 model was used (full sea-level equation and global ocean loading) with no Antarctic continent load change since 800 yr BP. Also included in the comparisons were the results from the earlier study by Riva et al. (2009) (Riva09). As before, comparisons were made using both the full 35 and 29-station data sets. The results are listed in Table 4, and show both the original WRMS and bias-corrected WRMS values. Note that the WRMS values shown for Riva09, IJ05 and ICE-5G are corrections to the values shown in Thomas et al. (2011), and partially repeated in Whitehouse et al. (2012), due to an error in their WRMS calculations (the updated values do not affect the ranking of these models in these earlier works). To visually examine the differences, a selection of three empirical solutions representing the various GRACE processing variations (CSR RL04 DDK5, CSR RL05 Reg, and DMT1-b) are plotted in Fig. 11 alongside the three GIA models, with all figures representing the 35-station case after adjustment for the

\(^1\)www.psmsl.org/train_and_info/geo_signals/gia/peltier/
\(^2\)www.dur.ac.uk/pippa.whitehouse/
systematic bias. For reference, plots of the original unadjusted GIA models can be found in Fig. S3 of the Supplement.

5.3 Discussion

Several observations can be made when examining the results of the combinations and the comparisons with the GPS vertical displacements. First, the spatial pattern of the empirically derived rates is mostly similar across all solutions, with most of the variations involving differences in magnitude. For example all solutions indicate sizeable uplift in WA, and a slight degree of subsidence for most of the EA interior. Similar patterns of subsidence are also observed in the W12a and IJ05 models. The same can be said for the uplift beneath the Filchner Ronne Ice Shelf (FRIS) and Ross Ice Shelf (RIS). The magnitude of this uplift does vary depending on the solution considered (including models), but in general the geographical location of the signal is common to all cases.

In the ASE, the empirical models indicate a level of uplift not typically predicted in this area by the other models based on ice history reconstruction. There are several plausible reasons that might explain this signal. The first is that genuine GIA uplift is taking place in this area, as suggested by a recent study by Groh et al. (2012); however, the in-situ data used to validate the results of this study were derived from only two seasonal GPS campaigns, so these data have large uncertainty and need to be confirmed by additional long-term GPS measurements. The error analysis for the combination approach, shown in Fig. 10c produced a $1-\sigma$ uncertainty level of approximately 2 mm yr$^{-1}$ for the ASE, making the 6+ mm yr$^{-1}$ uplift rates shown by all of the empirical rates in Fig. 9 statistically significant (i.e., greater than the 95% confidence interval), providing additional evidence that the uplift observed is real. The earlier results obtained by Riva et al. (2009) do not show the same degree of uplift in the ASE (see Fig. S3), even though a similar technique was employed. The difference can be explained by the fact that the new approach presented here considers firn compaction and surface processes via the FDM and SMB estimates from RACMO2. The Riva et al. (2009)
study did not account for any surface height or density change caused by the sizeable amount of accumulation (> 10 cm yr\(^{-1}\), see Fig. 7) that takes place in the ASE, and assigned all volume loss a density of ice. Doing so generates a lower mass loss rate for the region; however, now that these surface processes are taken into account, the altimetry-derived mass loss is greater for the ASE, resulting in a positive mass offset when compared to GRACE that is interpreted as GIA uplift in the inversion.

Naturally, there are other plausible explanations for the observed uplift in the ASE. It is possible that the gridded ICESat height change maps may overestimate the total volume loss in the ASE, or that GRACE is underestimating the mass loss. In either of these cases, the unaccounted for positive mass differential would be interpreted as GIA uplift in the combination. Alternatively, the SMB estimates could be overestimating the amount of accumulation in the region, again causing the positive mass differential with what GRACE observes to be treated as GIA uplift. While no long-term GPS vertical rates are currently available in the ASE, there have been a handful of permanent stations recently installed which will help validate these claims. These future GPS measurements should also help to clarify the magnitude and spatial extent of the uplift, as some of the GIA solutions predict more widespread uplift than others. In particular, the RL04-based solutions tend to produce a larger extent of GIA uplift over the ASE than the RL05-based solutions, while the RL05 solutions indicate more uplift over the FRIS.

In the Philippi/Denman (PD) sectors, the empirical GIA rates shows a stronger uplift pattern than those found in the GIA models (Figs. 9 and S3). It is not believed that the estimated uplift is the result of any unmodelled accumulation, as the ICESat and FDM results agree well in this region, and the positive mass anomaly in the area is consistently observed in the GRACE solutions (Fig. 2), in particular in the regularized solutions, which tend to have higher spatial resolution. Also, the uncertainty analysis does not suggest any unusual circumstances in the area. Unfortunately, the comparisons with the GPS rates are inconclusive, since the few stations in the area are located

\[^3\text{www.polenet.com}\]
Looking at the WRMS values in Table 3, most solutions compare well with each other, with differences only at the 0.1–0.2 mm yr⁻¹ level. Again, these were computed using only the LPZ GIA bias calibration and considering the uncertainty of both the GIA and GPS stations. When examining Table 4, which only considered GPS station uncertainties and removed an additional systematic bias term, more variation in the results can be seen. The CSR RL04 DDK3 solution showed the lowest WRMS after the systematic bias is removed at 1.1 mm yr⁻¹, but the results of the other regularized solutions for both RL04 and RL05 are comparable, particularly for the 35-station set. It is interesting to note that the RL04 solutions have a larger systematic bias correction than the RL05 solutions, which is likely due to the difference in reference frames used in the GPS and RL04 GRACE data processing. In nearly all cases, the 29-station results are lower than the 35-station set. When comparing the empirical results to the model results, either with or without the systematic bias removed, the empirical rates show consistently lower values, with the IJ05 model having the closest similarity in terms of WRMS and spatial distribution of GIA uplift.

Regarding the ice mass change estimates, the values for all cases were relatively consistent. This is primarily a consequence of the fact that the surface height change information was fixed to that determined by the altimetry and FDM. In the combination, this essentially determines the variability of the firn and ice layers, forcing any variation in mass change seen by GRACE to go into the GIA estimates. The empirically derived ice mass change rate of −100 ± 44 Gt yr⁻¹ for the AIS from this study agrees to within a single standard deviation to the recent IMBIE study (Shepherd et al., 2012) for a similar time frame (−57 ± 50, October 2003–December 2008, using W12a and IJ05_R2; −137 ± 49 Gt yr⁻¹ using ICE-5G), and shows slightly more ice mass loss than the recent results by King et al. (2012) (−68.7 ± 17.5, using W12a), but less ice loss than estimates by Jacob et al. (2012) (−165 ± 36, 1−σ, using ICE-5G). In particular, the increased GIA predicted for the ASE in this study produces significantly more ice
loss in the WAIS (−105 ± 22) that those of the IMBIE study (−68 ± 23), but are similar to those from King et al. (2012) (−117 Gtyr⁻¹ ± 9.2).

6 Conclusions

This study revisited the approach developed by Riva et al. (2009) for estimating present-day GIA and ice mass change using a combination of satellite altimetry and gravimetry. An updated and extended ICESat surface height change map was combined with a range of different GRACE solutions, along with an advanced regional atmospheric climate model and associated firn densification model (FDM). New ICESat surface trends were computed, for the first time over Antarctica, using an overlapping footprint approach, complete with a custom set of campaign biases. The FDM and surface mass balance (SMB) estimates derived from RACMO2 addressed a key limitation in the earlier study, and enabled the combination approach to treat variations in surface height and density due to firn compaction and other surface processes. Another key element of the analysis was the calibration of the results to a low-precipitation zone in East Antarctica, which helped reduce the impact of the mm-level (unknown) biases inherent to the satellite input data sets. Lastly, knowledge of the uncertainties for the various input data sources provided the opportunity to generate realistic error assessments of both the GIA and ice mass change estimates through formal error propagation methods. The total GIA mass change estimates for the AIS ranged from 53 to 100 Gtyr⁻¹ (EA: 31 to 53 Gtyr⁻¹; WA: 19 to 48 Gtyr⁻¹), depending on the GRACE solution used, with an estimated uncertainty of ±40 Gtyr⁻¹ (EA: ±34; WA: ±21). Over the time frame February 2003 to October 2009, the corresponding ice mass change averaged −100 ± 44 Gtyr⁻¹ (EA: 5 ± 38 Gtyr⁻¹, WA: −105 ± 22 Gtyr⁻¹) across all solutions. The empirically derived GIA rates show some noticeable differences to other recent GIA models derived using the more traditional ice history reconstruction approach, such as in the Amundsen Sea (ASE) sector and the Philippi/Denman (PD) sectors, but also show many similarities, such as the general subsidence in East Antarctica and
uplift beneath the Ross and Filchner Ronne Ice Shelf. The empirical GIA rates generated from this approach showed good overall agreement to an independent set of GPS-derived vertical rates, although there are no long-term GPS records in some of the suspected uplift zones, such as the ASE and PD sectors, so the estimated vertical rates in these areas cannot currently be verified. Nonetheless, the results from the combination approach demonstrate that the technique has the potential to reduce the uncertainty surrounding both Antarctic GIA and ice mass change estimates.

Supplementary material related to this article is available online at: http://www.the-cryosphere-discuss.net/7/3497/2013/tcd-7-3497-2013-supplement.pdf.
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### Table 1. Estimated ICESat campaign biases and uncertainties by campaign.

<table>
<thead>
<tr>
<th>Campaign</th>
<th>Start Date</th>
<th>End Date</th>
<th>#Days</th>
<th>Bias (m)</th>
<th>σ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a/b</td>
<td>20 Feb 2003</td>
<td>29 Mar 2003</td>
<td>38</td>
<td>−0.046</td>
<td>0.017</td>
</tr>
<tr>
<td>2a</td>
<td>25 Sep 2003</td>
<td>19 Nov 2003</td>
<td>55</td>
<td>−0.057</td>
<td>0.015</td>
</tr>
<tr>
<td>2b</td>
<td>17 Feb 2004</td>
<td>21 Mar 2004</td>
<td>34</td>
<td>−0.038</td>
<td>0.017</td>
</tr>
<tr>
<td>2c</td>
<td>18 May 2004</td>
<td>21 Jun 2004</td>
<td>35</td>
<td>−0.004</td>
<td>0.047</td>
</tr>
<tr>
<td>3a</td>
<td>3 Oct 2004</td>
<td>8 Nov 2004</td>
<td>37</td>
<td>−0.053</td>
<td>0.034</td>
</tr>
<tr>
<td>3b</td>
<td>17 Feb 2005</td>
<td>24 Mar 2005</td>
<td>36</td>
<td>−0.035</td>
<td>0.023</td>
</tr>
<tr>
<td>3c</td>
<td>20 May 2005</td>
<td>23 Jun 2005</td>
<td>35</td>
<td>−0.019</td>
<td>0.024</td>
</tr>
<tr>
<td>3d</td>
<td>21 Oct 2005</td>
<td>24 Nov 2005</td>
<td>35</td>
<td>0.008</td>
<td>0.020</td>
</tr>
<tr>
<td>3e</td>
<td>22 Feb 2006</td>
<td>28 Mar 2006</td>
<td>34</td>
<td>0.009</td>
<td>0.013</td>
</tr>
<tr>
<td>3f</td>
<td>24 May 2006</td>
<td>26 Jun 2006</td>
<td>33</td>
<td>−0.002</td>
<td>0.026</td>
</tr>
<tr>
<td>3g</td>
<td>25 Oct 2006</td>
<td>27 Nov 2006</td>
<td>34</td>
<td>0.020</td>
<td>0.014</td>
</tr>
<tr>
<td>3h</td>
<td>12 Mar 2007</td>
<td>14 Apr 2007</td>
<td>34</td>
<td>0.015</td>
<td>0.010</td>
</tr>
<tr>
<td>3i</td>
<td>2 Oct 2007</td>
<td>5 Nov 2007</td>
<td>37</td>
<td>0.012</td>
<td>0.014</td>
</tr>
<tr>
<td>3j</td>
<td>17 Feb 2008</td>
<td>21 Mar 2008</td>
<td>34</td>
<td>0.031</td>
<td>0.013</td>
</tr>
<tr>
<td>3k</td>
<td>4 Oct 2008</td>
<td>19 Oct 2008</td>
<td>16</td>
<td>0.043</td>
<td>0.029</td>
</tr>
<tr>
<td>2d</td>
<td>25 Nov 2008</td>
<td>17 Dec 2008</td>
<td>23</td>
<td>0.029</td>
<td>0.025</td>
</tr>
<tr>
<td>2e</td>
<td>9 Mar 2009</td>
<td>11 Apr 2009</td>
<td>34</td>
<td>0.045</td>
<td>0.056</td>
</tr>
<tr>
<td>2f</td>
<td>30 Sep 2009</td>
<td>11 Oct 2009</td>
<td>12</td>
<td>0.037</td>
<td>0.055</td>
</tr>
</tbody>
</table>
Table 2. Estimates of the mass change components derived from the data-driven approach. Uncertainties are 1−σ.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Max LPZ bias</th>
<th>Total Est. Mass Change</th>
<th>Ice mass change,</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sph. Harm.</td>
<td>GIA mmyr⁻¹</td>
<td>GRACE mmyr⁻¹</td>
</tr>
<tr>
<td></td>
<td>deg x ord</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSR RL04</td>
<td>60</td>
<td>1.8</td>
<td>1.4</td>
</tr>
<tr>
<td>CSR RL04 DDK3</td>
<td>60</td>
<td>1.7</td>
<td>1.0</td>
</tr>
<tr>
<td>CSR RL05</td>
<td>60</td>
<td>1.9</td>
<td>1.7</td>
</tr>
<tr>
<td>CSR RL05 DDK5</td>
<td>60</td>
<td>1.9</td>
<td>1.7</td>
</tr>
<tr>
<td>CSR RL05 Reg</td>
<td>120</td>
<td>1.9</td>
<td>1.7</td>
</tr>
<tr>
<td>GFZ RL04</td>
<td>120</td>
<td>1.8</td>
<td>1.2</td>
</tr>
<tr>
<td>GFZ RL04 DDK3</td>
<td>120</td>
<td>1.6</td>
<td>0.6</td>
</tr>
<tr>
<td>GFZ RL05</td>
<td>90</td>
<td>2.2</td>
<td>2.5</td>
</tr>
<tr>
<td>GFZ RL05 DDK5</td>
<td>90</td>
<td>2.1</td>
<td>2.4</td>
</tr>
<tr>
<td>DMT-1b</td>
<td>60</td>
<td>1.6</td>
<td>0.6</td>
</tr>
<tr>
<td>ICE-5G</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W12a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Riva09</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Est. Uncertainties</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Table 3.** Comparison of estimated GIA rates with GPS vertical rates, using the uncertainties for the both the GPS and GIA uplift rates in the WRMS calculations.

<table>
<thead>
<tr>
<th>Solution</th>
<th>29 GPS station set mm yr(^{-1})</th>
<th>35 GPS station set mm yr(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSR RL04</td>
<td>1.9</td>
<td>2.1</td>
</tr>
<tr>
<td>CSR RL04 DDK3</td>
<td>1.9</td>
<td>2.1</td>
</tr>
<tr>
<td>CSR RL05</td>
<td>1.8</td>
<td>2.1</td>
</tr>
<tr>
<td>CSR RL05 DDK5</td>
<td>1.8</td>
<td>2.1</td>
</tr>
<tr>
<td>CSR RL05 Reg</td>
<td>1.8</td>
<td>2.1</td>
</tr>
<tr>
<td>GFZ RL04</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>GFZ RL04 DDK3</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>GFZ RL05</td>
<td>1.8</td>
<td>2.0</td>
</tr>
<tr>
<td>GFZ RL05 DDK5</td>
<td>1.8</td>
<td>2.1</td>
</tr>
<tr>
<td>DMT-1b</td>
<td>1.8</td>
<td>2.0</td>
</tr>
</tbody>
</table>
Table 4. Comparison of estimated GIA rates with GPS vertical rates, using only uncertainties for the GPS uplift rates in the WRMS calculations.

<table>
<thead>
<tr>
<th>Solution</th>
<th>29 GPS station set</th>
<th>35 GPS station set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WRMS</td>
<td>Systematic bias</td>
</tr>
<tr>
<td>CSR RL04</td>
<td>1.7</td>
<td>1.3</td>
</tr>
<tr>
<td>CSR RL04 DDK3</td>
<td>1.7</td>
<td>1.3</td>
</tr>
<tr>
<td>CSR RL05</td>
<td>1.6</td>
<td>0.9</td>
</tr>
<tr>
<td>CSR RL05 DDK5</td>
<td>1.6</td>
<td>0.9</td>
</tr>
<tr>
<td>CSR RL05 Reg</td>
<td>1.6</td>
<td>0.9</td>
</tr>
<tr>
<td>GFZ RL04</td>
<td>1.9</td>
<td>1.1</td>
</tr>
<tr>
<td>GFZ RL04 DDK3</td>
<td>1.8</td>
<td>1.4</td>
</tr>
<tr>
<td>GFZ RL05</td>
<td>1.6</td>
<td>0.6</td>
</tr>
<tr>
<td>GFZ RL05 DDK5</td>
<td>1.6</td>
<td>0.8</td>
</tr>
<tr>
<td>DMT-1b</td>
<td>1.6</td>
<td>0.9</td>
</tr>
<tr>
<td>IJ05</td>
<td>3.4</td>
<td>2.5</td>
</tr>
<tr>
<td>ICE-5G</td>
<td>3.0</td>
<td>1.2</td>
</tr>
<tr>
<td>W12a</td>
<td>2.2</td>
<td>1.4</td>
</tr>
<tr>
<td>Riva09</td>
<td>2.1</td>
<td>1.6</td>
</tr>
</tbody>
</table>
Fig. 1. Magnitude of K2-periodic signal in EWH for (a) GRACE CSR RL04 DDK3 and (b) RACMO2 SMB.
Fig. 2. Long-term mass change trends in units of EWH computed from the following GRACE solutions: (a) CSR RL04, (b) CSR RL04 DDK3, (c) CSR RL05, (d) CSR RL05 Regularized, (e) GFZ RL05 DDK5, (f) DMT-1b.
Fig. 3. Illustration of (a) an ICESat overlapping footprint (OFP) pair, and (b) near-neighboring shots.
Fig. 4. (a) ICESat $dh/dt$ estimates from the OFP approach and, (b) corresponding uncertainties.
Fig. 5. Outline of the low-precipitation zone (LPZ) overlaid onto estimates of average yearly solid precipitative flux in units mmEWHyr$^{-1}$, together with the following location indicators: Amundsen Sea (ASE), Graham Land (GRA), Filchner Ronne Ice Shelf (FRIS), Enderby Land (END), Philippi/Denman (PD), Wilkes/Adelie Land (WA), Ross Ice Shelf (RIS).
Fig. 6. Illustration of the ICESat campaign biases determined over the LPZ for each individual campaign (grey), the mean value (blue), and the mean minus the surface deformation (cyan) predicted from the FDM (magenta).
Fig. 7. (a) FDM surface height velocities and (b) corresponding uncertainties.
Fig. 8. (a) (GRACE − SMB) > 20 kg m$^{-2}$ yr$^{-1}$, (b) (ICESat − FDM) > 6 cm yr$^{-1}$, (c) Derived density (mean 396 kg m$^{-3}$).
Fig. 9. Estimated GIA vertical rates computed from the following GRACE solutions: (a) CSR RL04, (b) CSR RL04 DDK3, (c) CSR RL05, (d) CSR RL05 Regularized, (e) GFZ RL05 DDK5, (f) DMT-1b.
Fig. 10. Estimates (a, b) and uncertainties (c, d) for the empirically derived GIA rates (a, c) in mm yr$^{-1}$ and ice mass change rates (b, d) in mm EWH yr$^{-1}$, using the representative case CSR RL04 DDK3.
**Fig. 11.** Comparison of the 35-station WRMS, after an additional bias is removed with respect to the GPS rates, for (a) CSR RL04 DDK3, (b) CSR RL05 Reg, (c) DMT-1b, (d) ICE-5G, (e) IJ05, and (f) W12a.