Reply to the review of David Pollard

We would like to thank David Pollard for his constructive and clear comments. The remarks have definitely improved the manuscript. Below you will find a point-by-point reply, with our reply given in blue. We hope that we have answered all questions sufficiently.

Major points

The paper is well organized and clearly written. It represents a substantial amount of computational effort and coordination of several groups. As discussed in the paper, the topic is important not only for explaining (possible) past sea-level rise, but also as a guide to future response to anthropogenic warming.

However, I think there may be serious problems in the experimental design, so that the Pliocene EA basin retreats may be induced purely by the imposed boundary and initial conditions. Consequently the EA-basin results are possibly circular and spurious, and do not address the real questions as described below. The first point (#1 below) seems most serious.

Point (1):
The simulations that produce substantial EA basin retreat (Fig. 9) have the ice sheet initialized to the PRISM3 reconstruction, which has a extensive portion of the EA periphery removed from Wilkes to Aurora sectors (Fig. 1l). The origin of the PRISM3 Antarctic reconstruction with this removal is somewhat unclear, and discussed below - the main point is that it is externally imposed on the current models.

EA basin retreat involves grounding-line retreat into subglacial basins below sea level. For this, the governing physics and processes are grounding-line migration, hysteresis due to unstable retreat on reverse-slope beds and pinning on bedrock highs (Marine Ice Sheet Instability, MISI), and variable buttressing due to ice shelves (Schoof, JGR, 2007; and as modeled in other Antarctic basins: Jamieson et al, Nat. Geosci., 2012; Parizek et al., JGR, 2013; Gladstone et al., EPSL, 2012; Docquier et al., J. Glac. 2014). These papers show that for real-world basin bathymetries, there are multiple possible stable ice-sheet extents (multiple equilibria) for a given climate, with the grounding line pinned on one bedrock high/downward slope or another. This follows directly from Schoof (2007), with (x-flowline) equilibrium states located at the intersection of upstream accumulation vs. x and grounding-line flux (f(bedrock depth)) vs. x. Even if this balance is not exactly met, the grounding line can be stabilized by transverse stress, ice shelf back stress, or coarse-grid "stickiness" deficiencies seen in test studies (Vieli and Payne, JGR, 2005; Pattyn et al., The Cryo., 2012).

This behavior is borne out in the real-world Antarctic basin/fjord modeling studies mentioned above (Jamieson, Parizek, Gladstone, Docquier). The observed bedrock elevations in Wilkes and Aurora basins are as highly variable as these or more so, as seen for the Wilkes in Fig. 8b (black curve). In this situation, which location the
grounding line becomes pinned to depends strongly (perhaps dominantly) on its prescribed initial location. It is therefore not surprising that if the EA margin is initialized with grounding lines significantly inland from modern (Fig. 8b, PRISM3 profile, other black curve), the grounding line in these models will quickly migrate to a nearby bedrock high, fairly independently of anything else in the experiment except the initial conditions. If a greater initial amount of retreat was imposed, it is likely the model grounding lines would give the same results as Fig. 9 or retreat even more; conversely, if a much smaller retreat was imposed, they would stay near there and not retreat much - as seen in the paper’s "Pliocene_ice-PD" experiments, initialized with modern extent, for which very little EA retreat occurs (Table 1, Fig. 5a,c,e,g,i,k).

In the ‘Discussion’ section of the paper we have added a new paragraph that discusses the processes of grounding-line migration and references to the above-mentioned papers. and its relation to the experiments performed here.

Point (2):
The HadCM3 climate simulation for the Pliocene, that is used to force all the ice sheet Pliocene runs here, had its Antarctic ice sheet geometry prescribed from the PRISM3 reconstruction. As I understand it, this is based on earlier ice-sheet simulations (Dowsett et al., Stratig., 2010; Hill et al., Micropalaeontol. Soc, 2007), aiming for a total Pliocene equivalent sea level rise of ~22 m (with Greenland). The earlier ice sheets were with BASISM, a Shallow-Ice-Approximation (SIA) model (see #4 below). Dolan et al. (Palaeo3, 2011) found large EA-sector retreat with BASISM and a warm southern summer orbit, but it is not clear if the initial ice-sheet condition in their large EA-retreat runs was no EA ice, or modern. The main point here is that the initial prescribed PRISM3 EA ice state is an external imposition independent of the current marine-capable models and Bedmap2 bathymetry. A secondary point is its lineage is somewhat unclear, and may be from an SIA-only model with the same experimental design concerns raised here.

Therefore, as noted in the paper and shown in Fig. 1, surface air temperatures are much warmer in the EA sectors than modern. Because the modeled EA’s evolve considerably away from the PRISM3 state, these temperatures could be much warmer than the appropriate climate on the ice sheets, and could bias the simulations to remain retreated in that sector. There is a lapse-rate correction, but this may not accurately represent the actual difference in geometry, or albedo feedback.

In Section 4.1, on the comparison between SIA and SIA-SSA models, we include some more discussion on the influence of using PRISM3 ice sheet as initial, and possible circularity of the results of the Pliocene-Ice-PRISM3 experiments. In Table 4, the change in sea level has been removed now.
Further discussion related to points (1) and (2):

Point (2) is worrying, but point (1) is potentially more serious. In fact, I suspect that all the EA basin results are so dominated by the PRISM3 initial conditions and nearby grounding-line/bed interactions that they depend only weakly on the GCM climates. For instance, if the model EA’s were initialized to the PRISM3 state and forced by modern climate, it might be that the ice sheets still evolve to the same retreated EA states as with the Pliocene climate. (If not, the concern still stands).

Therefore I think the EA results are likely to be circular. The paper does not offer useful results addressing the question that is central in my opinion:

Could the EA margin have retreated from modern-like states that existed slightly earlier in the Pliocene? And a second important question: Could it have re-advanced and retreated repeatedly, as implied by the episodic nature of the past sea-level evidence?

Given a situation where grounding line-bedrock elevation interactions and hysteresis are dominant, the experimental procedure should be carefully chosen to yield meaningful results. I think the well-posed framework in modeling terms, that would yield useful results for the "central" question posed above, is:

Can a model ice sheet, initially in equilibrium with modern conditions, evolve away from this state and retreat significantly into EA basins, due to climate and initial perturbations that are NOT externally prescribed regarding ice sheet geometry (such as PRISM3 EA)?

We have performed new experiments with the models starting from an ice-sheet in equilibrium with modern conditions and apply a Pliocene climate (HadAM3 with Pliocene boundary conditions and a modern Antarctic ice sheet, see Dolan et al., 2012: Table 1, RUN ID 15). More details on the experiment are given below and now added to Section 2.2 and discussed in Section 3.2. We have added more discussion of the possible circularity of our results. The new results are presented in the paper in the new Figure 6 and added to Figure 7 (old figure 6, grounded ice volume and area).

Reference

This would require:
(A) Ice sheets are initialized to spun-up conditions from modern control equilibrated runs, and (B) the only external inputs imposed in the Pliocene climate model should be orbit, CO2, continent vs. ocean, and vegetation. If the ice sheet geometry feeds back on the climate model, it should be from the current ice sheet runs themselves, not externally prescribed.
The paper falls short on both these counts:  
(a) The ice sheets are arbitrarily initialized to PRISM3, not starting from spun-up modern (thus causing a big shock, and unknown MISI-interactions with grounding-line fluxes and bed geometry, within the EA basins), and  
(b) The GCM climate is simulated with externally prescribed PRISM3 EA, not the ice sheet from these model simulations themselves. To avoid these concerns and satisfy (A) and (B) above, the ice sheet models should be spun up to modern, (with HadCM3 climate and not ERA-40 reanalysis despite the former's snowfall overestimate, for consistency as HadCM3 is used for the Pliocene). Alternatively, a climate-anomaly method could be used (experiment +[*] observed -[/] control). Then, warm-Pliocene climates should be imposed on the ice sheets, initialized to their modern states. This could be done interactively with asynchronous coupling, running the GCM repeatedly at intervals, but would be infeasible for the multi-model intercomparison here.  
Alternatively,  
* the GCM could be run once with Pliocene boundary conditions (CO2, orbit, etc) except with modern Antarctic ice sheet, and lapse-rate corrections used in the ice sheet runs, or  
* Two GCM runs, with Pliocene conditions except one with modern Antarctic ice, and the other with PRISM3 Antarctic ice, could be run. Then a linear weighting of those two climates is used to drive the ice sheets, according to the current model EA extent. The latter may be feasible for multi-ice-model intercomparisons.  
We have performed a new experiment, named Pliocene_PD-Ant. For the initial ice sheet for this experiment, as suggested by the reviewer, we have used the equilibrium results of the Control_HadCM3 experiment (after 100 kyr of simulation time). This ice sheet is then forced, again for 100 kyr, with the climate of the HadAM3 climate model using PRISM3 BC, except a modern Antarctica. A simulation with HadCM3 of this kind was unavailable at this short notice, hence the choice for HadAM3 (this will be mentioned in the text).  
Results of these experiments are given in the new Figures 6 and 7 and discussed in Section 3.2. As shown, the ice sheet models are not capable of simulating a retreat from the modern extent and consistently show a larger volume compared to the PlioceneIce-Pd simulations (new Figure 7).  

Other general points:  
(3): Regardless of the details of the concerns above, it is disconcerting that the major EA basin retreats in the model are co-located in the same geographical sector as the large perturbation in the PRISM3 EA initial conditions.  
Similarly, although the Bedmap2 dataset is model-independent of course, its markedly deeper bathymetry around the EA periphery in the Wilkes and Aurora sectors (Fig. 9h) increases the concern that grounding-line/bedrock interactions stemming only from the initial state are determining the EA responses.
(4): Again regardless of details discussed above, the fact that Shallow-Ice-Approximation (SIA)-only models show the much same EA retreat in submarine EA sub-glacial basins (Fig. 9i,j,k) is strange and disconcerting. The dominant physics of grounding-line migration, streaming flow across the grounding zone, variations in buttressing by ice shelves, etc., is completely absent in SIA models. But they produce very similar retreat in the EA submarine basins! This again suggests that the EA results are driven primarily and circularly by externally imposed conditions, not by the important model physics. (A related discussion is given on pg. 5560, but does not get to the above points).

We have added a few notes at the end of Section 4.1: “The smaller EAIS as simulated in the PlioceneIce-PRISM3 experiment with Bedmap2 does not simply reflect an increase in temperatures, but can largely be ascribed to the difference in bedrock topography and pinning on bedrock highs in the Wilkes and Aurora basin. The latter is also demonstrated by the fact that the SIA-only models show similar results as the SIA-SSA ISMs. Therefore, the initial state of the ice sheet is here of deciding influence and a retreat/re-advance would possibly only be simulated including parameterisations of the above mentioned grounding-line physics combined with a sufficiently high resolution (e.g. Cornford et al., 2013).”

(5): The "Pliocene_ice-PD" experiments (Table 1), initialized to the modern ice state is less circular, at least in the sense of point # 1 above. Only total volume results are shown (SI Fig. S4), but the volume changes are small, suggesting that little EA retreat occurs in these experiments. (It would be helpful to include maps for these experiments in SI).

An additional Supplementary Figure (now Figure S7), in a similar form as Figure 9 has been included in the supplement.

(6): Two recent papers have found significant retreats into (distinct) EA subglacial basins in warmer climates: Mengel and Levermann (Nature Clim. Change 2014) and Fogwill et al (J. Quat. Sci., 2014), without pre-determined initial conditions as here. Some discussion or at least mention of these studies would be helpful, for instance, do their grounding-line numerical treatments differ from those here? (Mengel and Levermann is referenced, but only peripherally, on pg. 5562).

This could be combined with a brief discussion about the deficiencies of grounding-line migration in coarse-grid models (as all models here). Many papers have raised concerns and shown that either a high-resolution grid near the grounding line, or a sub-grid boundary-layer parameterization, are needed (Pattyn et al., The Cryo, 2012; Cornford et al., J. Comp. Phys. 2013; Pollard and DeConto, GMD, 2012).

Yes, as mentioned above, a new paragraph discussing the grounding-line migration of the models used here will be included in Section 4, including a review with the above mentioned papers. The retreat as simulated by Mengel and Levermann and Fogwill et al. will be discussed in the conclusions. Thank you for pointing this out.
Technical points

p. 5541, line 7, and p. 5543, line 10: Some have suggested even more uncertainty in the past sea-level data than the range 10-30 mesl; e.g., Rowley et al., Science, 2013, due to dynamic topography. This could be noted. Also, that the low end of the range given here, \_10 m, could be accounted for by retreat of Greenland and West Antarctica, with only very small contribution from East Antarctica. Both remarks are now mentioned in the text.

p. 5548, lines 2-4: Perhaps mention that another reason for allowing the models to use their own setups is that their modern simulations are more realistic. Included

p. 5551, line 16: Missing words at end of this sentence? The sentence “Under a … that is in a” is accidentally placed here and removed.

Figs. 3 and S2 captions: Note that "(a) Initial ice sheet" is "observed, Bedmap". This is added in the captions of Figure 3 and S2.
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We would like to thank the reviewer for his/her very clear comments. The remarks have definitely improved the manuscript. Below you will find a point-by-point reply, with our reply given in blue. We hope that we have answered all questions sufficiently.

Major points

The major reproach is that the grounding line migration is almost not dealt which in the paper while many studies have demonstrated that it is a key issue. Solving shallow equations for both grounded ice and ice shelves is not sufficient to simulate grounding line migration. We know from the various MISMIP experiments that only a specific parameterization prescribing ice flux at the grounding line allow for a proper grounding line treatment at the time scales considered here. Some other crucial processes such as calving or basal drag are not detailed enough. I understand that this comparison was done with existing models and that no specific development were done, but at least the new version of the paper should:

Similar to the comment of the first review by David Pollard we have included a new paragraph in the ‘Discussion’ section that discusses the processes involved in grounding-line migration and its relation to our experiments.

Be careful that the models descriptions are more homogeneous and all include how are modeled the following processes:

- Grounding line. This is the most important. How is it done (flux or other specific parameterization, subgrid, or no special care), what is the resolution at the grounding line (if a subgrid is used).
- How is implemented basal melting right at the grounding line. It seems a technical aspect but it is a well know trick to make a grounding line retreat for the wrong reasons. It seems especially important to know for SICOPOLIS (see p. 5553) that has a specific value at the grounding line (high) and no treatment of the GL migration.
- calving, both in the case of retreat and advance (many calving schemes prevent ice shelves to grow).
- basal drag (or distribution of sliding coefficient). If it has been calibrated to give a steady state for present conditions, with which atmospheric fields?
- are all the models on a 40x40 km grid? (as are the projected forcing fields)

This could be done quite easily in table 3 with eventually details in the text (preferably more explicit than for instance the following description in AISM-VUB “coupled across a one grid-box wide transition zone”).

- As follows from the suggestion by the reviewer, we have added an additional row in Table 3: ‘treatment of the grounding line’. In the model description, Section 2.3.1-6, we provide now some more details on the treatment of the grounding line.

- If basal melting at the grounding line is applied right at the grounding line, details are also given in Section 2.3.1-6. Only for SICOPOLIS a specific regression is used for the grounding line.

- Calving details are given in the specific sections 2.3.1-6. Most models employ a simple scheme that terminates ice at the edges of the shelves.

- More information on the treatment of basal sliding is given where needed in sections 2.3.1-6.

- Yes all models are run on a 40x40km grid, this is now mentioned in the text.

In the results analysis, try as much as possible to make the distinction between surface mass balance effects and dynamical effects (likely driven by oceanic forcing). For instance, systematically discuss the extent versus the volume. How much does the extent explain differences between volume, can you explain the spread of the models as a function of grounding line retreat in figure 8 (and 7)

In the Section 3, Results, we now try to make a distinction between SMB effects and ice dynamics as much as possible. In Section 3.1, for the ControlHadCM3 experiments, the larger volume of PSU-ISM and AISM could be due to a slightly higher SMB, since the ice flux across the grounding line is large too. The smaller volume and extend of ANICE and SICOPOLIS is due to more basal melting relative to the other models. For the control experiments it basically holds that a large grounded area of the ice sheets corresponds to a larger volume. In Sections 3.2 and 3.3 we have added a couple of statements on differences between models. In Section 3.4 a new paragraph is added discussing the results of the Pliocene experiments, see also our comments to the next question.
A major finding in this intercomparison is that, for Pliocene climate, the initial ice sheet geometry plays an important role on the final (at steady state) ice sheet with always a larger ice sheet when starting from the present day (larger than PRISM3) geometry. Both Pliocene simulations were done with the same forcing fields (except for surface temperature that is corrected with a lapse rate). This raises questions that have to be discussed. Are there two branches depending on the initial condition and if so, are these branches numerical (due to grounding line modelling or is it an ill-posed problem) or are they physical (due to various feedbacks, and then which ones)? Is it a general behaviour for antarctic models if they were applied to other time slices / climate? This could be tested by an additional experiment with present day climate and initial PRISM3 ice sheet.

Initial conditions are naturally of importance. Also reviewer 1 pointed this out and suggested to perform a new experiment. We believe this new experiment (explained below) adds sufficient discussion on how much the experiments performed here depend on the initial conditions. We have performed a new experiment, named Pliocene\textsubscript{PD-Ant}. For the initial ice sheet for this experiment, as suggested by reviewer 1, we have used the equilibrium results of the Control\textsubscript{HadCM3} experiment (after 100 kyr of simulation time). This ice sheet is then forced, again for 100 kyr, with the climate of the HadAM3 climate model using PRISM3 BC, except a modern Antarctica. This new experiment is discussed in Section 3.2. How the ISMs are set up now (i.e. quite a course resolution and not all models have additional grounding-line physics included), the models are not capable of simulating a retreat of the ice-sheet from its modern grounding-line position. Grounding-line physics are now much more discussed in the light of our results in Sections 4, 4.1 and in the Conclusions, Section 5.

Detailed comments (from supplement)

p. 5541, line 17 “We include an overview ....how specific model configurations influence the resulting Pliocene Antarctic ice sheet”. I do not think that this point has been fully addressed, especially concerning the grounding line migration. More details on the grounding-line migration and (if used) calving are given in Section 2.3.1-6.

p. 5546, line 1. How does ERA40 compare with observations? As was shown in Bromwich and Fogt (2004) the comparison with (although sparse) observational data over Antarctica shows good skills since 1970 and improves even more after including satellite data in the reanalysis, since 1978. We use here the 1971–2000 climatological average and hence feel confident this is a good data set for comparison.

Reference

p. 5546, line 10. Please add here the information that is given p. 5553, line 16.
“ocean temperatures are adjusted according with the depth of the bottom of the shelves”.

Done

p. 5547. line 21 “In general velocities are underestimated by the SIA and overestimated by the SSA” It is not due to the approximation themselves SIA or SSA (BTW, Ma et al. 2010 paper was based on full Stokes experiments) but it is linked to the role of ice anisotropy acting differently in the case of shear stresses in the vertical plan (taken into account in SIA) and horizontal stretching (computed in SSA). So the objective to use different enhancement factors for SIA and SSA is a way, for a model with isotropic flow law, to approximate the effect of anisotropy and better compare with observed ice flow.

Absolutely. This is now added in the text.

p. 5548. line 1 “...own parameter settings for the thermodynamics, mass balance and ice flow as would be used for regular paleoclimate simulations”. Basal boundary conditions are also crucial, please mention here that it is also part of the setup of a model and state how it was done in every model.

Where needed, in Section 2.3.1-6 we have included more information on how basal sliding is calculated.

p. 5550, line 17 “Basal sliding is included as a Mohr–Coulomb plastic law”. Is the plastic law coefficient uniform over the ice whole continent?

No. A till parameter, the friction angle, is a function of bedrock elevation (see De Boer et al., 2013). This is now mentioned in the text.

p.5551 line 16 “that is in a Surface melting” something missing?
The part “Under a ... that is in” is accidently placed here and now removed.

p.5551 line 24 “such that shelves thinner than 250 m are automatically calved”. How does this method allow for a growing ice shelf?

In the simulations with PISM two calving criteria are used: firstly, we use the eigen calving approach of Levermann et al., (2012) which predicts calving losses according to horizontal spreading rates, and secondly we impose a thickness limitation, such that shelves thinner than 250 m are automatically calved. The latter is a tuned value found through experimentation to yield ice shelf extents of reasonable fit to observed geometries."

Reference

p. 5552, line 14 (Rimbay). “RIMBAY is based on the 3-D ISM by Pattyn(2003) and a full description is given in Thoma et al. (2014). RIMBAY combines SIA and SSA velocities in a similar way as PISM and ANICE”
I am a bit puzzled by this description because Pattyn (2003) solves a 3D system for ice flow and the second part of the sentence is contradictory because combining SIA and SSA is a vertically integrated approach. I understand that RIMBAY is a multi-approximation 3D model, but that only the vertically integrated part has been used here. This point should be better stated.

We now state that we use here the shallow-approximation version of RIMBAY.

Results

p. 5554. line 4 “PSU-ISM (green), show a smaller initial increase in ice volume”. The small initial increase could be due to the initialisation procedure.

We added the sentence: “The small initial increase could be due to the initialisation procedure and the different basal-sliding parameterisation (Section 2.3.4).”

p. 5554, line 16. “Nonetheless, the topography and the extent of the ice shelves are rather similar compared to the PD initial ice sheet”

This is rather wrong for PSU that extent substantially in the Ross sector. Was this model calibrated with ERA-40?

All models were used with their standard setup, in the case of the PSU-ISM this gives a better volume for the ERA-40 simulation, not a specific calibration to ERA-40. For the ControlHadCM3 differences in ice thickness are comparable to the other models (new Fig. S3). In terms of the ice extent in the Ross sector, the grounding line for the PSU-ISM

We have changed the sentence and added a remark on the PSU-ISM extent of the Ross ice shelf: “.. are similar compared to the PD initial ice sheet for almost all models (Fig. 3). The PSU-ISM does exhibit a retreat of the Ross ice shelf, largely induced by substantial sub-shelf melting.”

P 5556, line 17 “plotted ice sheet presence which shows how many of the six ISMs predict ice of any thickness in that particular grid box” Is it for grounded ice or for any ice (grounded and floating ?)

This is done for both grounded and floating ice, we have added ’both grounded and floating ice’ in the text and in the caption of Figure 7.

p. 5559. line 9 “Differences between model is largely due to the variability in ice fluxes, whereas the average SMB for the six ISMs is 2113.3 ± 129.7 Gt yr−1 (Gt = 1012 kg) and the ice flux across the grounding line is 346.5 ± 147.8 Gt yr−1 at the final step of each 100 kyr simulation”

I do not understand. The ice sheet should be in equilibrium by this time so why are the SMB and ice flux so different?

This is mainly because ice fluxes are calculated afterwards from final ice thickness and the vertically averaged velocity fields. This is now mentioned in the text, that it provides an indication of the mass budget of each model, and not exact numerical calculations.

Figure 1. It is difficult to really see the differences between simulated climates,
would it be possible to have the anomalies for surface temperature and precipitation (eventually in the supplementary material).

**Differences in climatology between the two figures are now shown in the new Figure S1.**

Figure 8. It would be easier to follow if each profile kept its name A,B,C from figure 7 and eventually A1, A2 for Control and Pliocene (rather than a,b,c,d,e,f).

The letters of each profile are now placed after the names in the plots, and mentioned in the caption. Figure labels a-f are still in place for reference.

Figure 9. It would be better to have maps of differences between bedmap1 and bedmap2

We believe it is sufficient to use Figures 9 and 5 for a comparison of the two simulations with Bedmap1 and Bedmap2. Also the now included ice areas in Figure 10 (see comment below) provide additional information on the differences.

Figure 10. It would be good to have the grounded extent (2 more panels).

Yes, we have added the 2 panels with grounded ice area, and included some referencing in the text.

**List of changes in the manuscript**

A version of the manuscript with changes in red is attached. The text has been significantly changed throughout the manuscript, following comments by both reviewers and all authors. We have conducted a new experiment (PlioceneIce-PD-Ant) with five of the six ice-sheet models. This experiment is explained in Section 2, added to Table 1 and 4 and discussed in Sections 3, 4 and 5. New paragraphs have been added to Section 3.2, The Discussion (Sec. 4) and the Conclusions (Sec. 5).

**Changed Figures:**
- Fig. 5: Part of old fig. 5, showing results of the PlioceneIce-PD experiment.
- Fig. 6: Part of old fig. 5, showing results of the PlioceneIce-PRISM3 experiment.
- Fig. 7: Old fig. 6; now includes the new experiment
- Fig. 8: New figure with ice surface topography of the new experiment
- Fig. 12: Replaces the old fig. 10.
- Fig. S1: New figure with differences of climate forcing fields
- Fig. S2: New figure with climate forcing fields and differences of HadAM3
- Fig. S5: Added Control experiment volumes of East and West Antarctica
- Fig. S7: New figure with surface topographies of PlioceneIce-PD with Bedmap2
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Abstract

In the context of future climate change, understanding the nature and behaviour of ice sheets during warm intervals in Earth history is of fundamental importance. The Late Pliocene warm period (also known as the PRISM interval: 3.264 to 3.025 million years before present) can serve as a potential analogue for projected future climates. Although Pliocene ice locations and extents are still poorly constrained, a significant contribution to sea-level rise should be expected from both the Greenland ice sheet and the West and East Antarctic ice sheets based on palaeo sea-level reconstructions. Here, we present results from simulations of the Antarctic ice sheet by means of an international Pliocene Ice Sheet Modeling Intercomparison Project (PLISMIP-ANT). For the experiments, ice-sheet models including the shallow ice and shelf approximations have been used to simulate the complete Antarctic domain (including grounded and floating ice). We compare the performance of six existing numerical ice-sheet models in simulating modern control and Pliocene ice sheets by a suite of five sensitivity experiments. We include an overview of the different ice-sheet models used and how specific model configurations influence the resulting Pliocene Antarctic ice sheet. The six ice-sheet models simulate a comparable present-day ice sheet, considering the models are setup with their own parameter settings. For the Pliocene, the results demonstrate the difficulty of all six models used here to simulate a significant retreat or re-advance of the East Antarctic ice grounding line, which is thought to have happened during the Pliocene for the Wilkes and Aurora basins. The specific sea-level contribution of the Antarctic ice sheet at this point cannot be conclusively determined, whereas improved grounding-line physics could be essential for a correct representation of the migration of the grounding-line of the Antarctic ice sheet during the Pliocene.
1 Introduction

There is uncertainty in the contribution of the Antarctic ice sheet (AIS) to future sea-level change (Church et al., 2013). Projected changes in the surface mass balance (SMB) are shown to be small and are largely estimated to be positive due to an increase in precipitation (Church et al., 2013). However, recent studies show that the oceanic melting and/or calving of the floating parts of the AIS, the ice shelves, is substantial (Pritchard et al., 2012; Rignot et al., 2013), and that an increase in sub-shelf melting can have a significant impact on grounded ice (e.g. Goldberg et al., 2012). Nonetheless, the sensitivity of the AIS to changes in ocean temperatures remains largely uncertain (Church et al., 2013).

Studying past intervals with a warmer than present-day (PD) climate can be used to gain a better understanding of the sensitivity of the AIS to predicted future climate warming. One such warm interval is the Late-Pliocene warm period (also known as the PRISM interval, 3.264 to 3.025 million years before present; Dowsett et al. (2010)), which can be considered as a possible analogue for future climate change at the end of this century. This warm period is a well studied interval in Earth’s history using both models (e.g. Dolan et al., 2011; Haywood et al., 2013) and data (e.g. Salzmann et al., 2013; Dowsett et al., 2013). During the Late-Pliocene, atmospheric CO$_2$ concentrations are estimated to vary between 300 and 450 ppm (e.g. Bartoli et al., 2011; Martinez-Boti et al., 2015), although an other estimate (Badger et al., 2013) also indicates lower concentrations close to the interglacial values found in ice cores (Lüthi et al., 2008).

Regardless of the rather large uncertainty of the atmospheric CO$_2$ concentration during this time period, multiple proxy estimates for temperatures show a clear signal of warming over the globe (Dowsett et al., 2010). In recent years the Pliocene Modelling Intercomparison Project (PlioMIP) has provided a framework for studying the Pliocene with climate models (Haywood et al., 2010, 2011). PlioMIP includes both atmosphere-only and coupled Atmosphere-Ocean General Circulation Models (AO-GCMs). CO$_2$ levels for the PlioMIP experiments were set to 405 ppm (Haywood et al.,
2010, 2011) and further boundary conditions are based on the PRISM3 global reconstruction (Dowsett et al., 2010). For PlioMIP eight AO-GCMs were used to study both changes in sea surface and surface-air temperatures during the Late-Pliocene warm period. The models simulated an increase of the global mean surface-air temperature between 1.84 and 3.60 °C compared to the pre-industrial (Haywood et al., 2013). Although the range of the ensemble is quite large, the models appear to be able to reproduce the broad scale features of the Late-Pliocene climate as evidenced in the proxy records (Dowsett et al., 2011, 2013; Haywood et al., 2013; Salzmann et al., 2013).

For the Late-Pliocene warm period, estimates of the change in sea level are in the order of 10-30 m above PD (Raymo et al., 2011; Rovere et al., 2014; Rohling et al., 2014), although precise values remain uncertain and are possibly influenced by dynamic topography and glacial isostatic adjustment (Rowley et al., 2013). This requires a significant contribution from the Greenland (Koenig et al., 2014) and the AIS. Large parts of the West Antarctic ice sheet (WAIS) are grounded on bedrock well below sea level (down to ~1500 m). Hence, this ice sheet is more likely to disintegrate when ocean and atmosphere temperatures increase. This is shown by both sediment data (Naish et al., 2009) and modelling studies of the AIS for interglacials throughout the Plio-Pleistocene (Pollard and DeConto, 2009; de Boer et al., 2014). For the high estimates of sea-level increase, a contribution from the East Antarctic ice sheet (EAIS) is also required. However, thus far transient simulations with ice-sheet models have not been capable of reproducing a substantial retreat of the EAIS (Pollard and DeConto, 2012b; de Boer et al., 2014) as has been suggested based on marine sediments (Williams et al., 2010; Cook et al., 2013). A few modelling studies did show that the Wilkes and Aurora basins are sensitive to a particular climate forcing (Hill, 2009; Dolan et al., 2011). However, this result was based on a SIA-only ISM with imposed PRISM3 boundary conditions.

In this study we investigate the nature and behaviour of the AIS during the Late-Pliocene warm period in terms of the Pliocene Ice Sheet Modelling Intercomparison
Project (PLISMIP; Dolan et al., 2012). For this particular study of Antarctica, from now on referred to as PLISMIP-ANT, we use state of the art ice-sheet models (ISMs) that model both grounded and floating ice. Here, we aim to quantify the sea-level contribution from the AIS calculated with different ISMs forced by output of the HadCM3 AO-GCM Pliocene experiment (the same as Bragg et al., 2012). We have performed control experiments with pre-industrial and PD climate forcing to evaluate the equilibrium response of each model to the PD climate. Additionally we conducted two experiments forced with Late-Pliocene HadCM3 climate forcing, one initialised with the PD ice sheet, and one that starts with the much smaller Pliocene ice sheet, as used by HadCM3 and PRISM3. A third Pliocene experiment has been performed with forcing the ISMs with a Pliocene HadAM3 climatology, with PRISM3 boundary conditions except a modern Antarctica. The five experiments are summarised in Table 1.

2 Methods

The basic setup of PLISMIP-ANT follows the experimental design outlined in Dolan et al. (2012). All experiments described here are steady state simulations for 100,000 years (100 kyr). We thus focus on the equilibrated response of the ice sheets to a particular climate forcing. Following Dolan et al. (2012) all models use the same climate forcing and same surface-temperature lapse rate correction of \(-8 \, ^\circ\text{C} \, \text{km}^{-1}\):

\[
T_{\text{surf}}(t) = T_{\text{GCM}} - 0.008(H_{\text{surf}}(t) - H_{\text{GCM}}),
\]

with \(T_{\text{surf}} \) the temperature at the surface of the ice sheet and \(T_{\text{GCM}} \) the temperature field of the climate model in \(^\circ\text{C} \), \(H_{\text{surf}}\) the surface elevation of the ice-sheet and \(H_{\text{GCM}}\) the surface topography of the climate model in m. Here, we firstly describe the experimental design as implemented specifically for PLISMIP-ANT. Secondly, the different climatology of each experiment is described and compared. Lastly, we specify the setup of the ISMs.
2.1 Experimental design

To force the ISMs over Antarctica we use the monthly climatology obtained from simulations using the Hadley Centre Coupled Atmosphere Ocean Model version 3 (HadCM3; Pope et al., 2000; Gordon et al., 2000), which are set-up following the PlioMIP experimental design (Haywood et al., 2011) and are comparable to those presented in Bragg et al. (2012). The participants use their models to run the ISM over Antarctica including ice shelves. All ISMs are initialised using a suite of boundary conditions. A complete description of PLISMIP within PlioMIP is given by Dolan et al. (2012), however, for PLISMIP-ANT some modifications have been made to the experimental design that we describe here. As shown in Table 1, for PLISMIP-ANT five experiments are performed. In addition to the atmospheric forcing of precipitation and temperature, we also use yearly-averaged ocean temperatures from the ocean model of HadCM3 as input for the ISMs. The main setup of the experiments requires ISMs that are fully capable of simulating both grounded and floating ice, using the approximate stress balance equations for ice sheets; the Shallow Ice Approximation (SIA) and for ice shelves; the Shallow Shelf Approximation (SSA). Additionally, as a sensitivity experiment we also include three SIA-only models that are only capable of simulating grounded ice.

2.2 Model boundary conditions

The model spread between the eight climate models used in PlioMIP is quite substantial (see Fig. 3 in Haywood et al., 2013). However, the different models seem to largely agree that a significant polar amplification has occurred over the Antarctic region. For the current setup of the project we use one AO-GCM climate forcing from PlioMIP (HadCM3). Our choice of HadCM3 as the initial climate model for use in PLISMIP-ANT is based on the long history of usage of HadCM3 within Pliocene climate modelling (e.g. Haywood and Valdes, 2004) and because it is a model with an average climate sensitivity, which simulates average Pliocene temperature changes in relation to predictions from the rest of the PlioMIP ensemble. For the first control experiment, we use
a pre-industrial simulation of HadCM3 that includes the PD topography and ice sheets and a pCO$_2$ of 280 ppm. The yearly mean climatology is shown in Fig. 1a-d.

We perform a second control simulation using PD reanalysis of ERA-40 for the surface climatology (Uppala et al., 2005) (Fig. 1e,f) and the World Ocean Database 2009 data set for ocean temperatures (Boyer et al., 2009) as illustrated in Fig. 1h. The climatology of ERA-40 is a bit warmer, averaged over the continent 4°C and a bit wetter, around 0.2-0.5 m/yr more precipitation in coastal areas compared to the pre-industrial simulation of HadCM3 (Fig. S1). However, the largest differences occur over the interior of East Antarctica, where precipitation is up to a factor 5 lower. This has quite a significant influence on the reconstructed ice volume as will be shown later on. Although ERA-40 is also subject to uncertainty over Antarctica (Bromwich and Fogt, 2004; Bracegirdle and Marshall, 2012), we use here ERA-40 and the WOD-09 data sets as a secondary control test to simulate the present-day ice sheet, and to show the response of the ISMs to a different climatology for the late Holocene.

Two of the Pliocene simulations are forced with the Pliocene run of HadCM3, which uses the PRISM3 boundary conditions and a pCO$_2$ of 405 ppm, illustrated in Fig. 1i-l. Here ocean temperatures are depicted at the bottom of the PD ice-shelves of Bedmap1, which are horizontally extrapolated from the nearest ocean grid points since HadCM3 uses a modern land-sea mask, i.e. the alternate experimental design as given by Haywood et al. (2011). Outside the ice shelves sea surface temperatures are shown. During model simulations, ocean temperatures are vertically adjusted according with the depth of the bottom of the shelves. Mainly due to the smaller AIS in PRISM3 the surface-air temperatures over Antarctica are warmer by about 7°C on average compared to the pre-industrial climate. Similarly, the absence of ice in the Wilkes and Aurora basin results in an increase in annual total precipitation of about 0.4-0.6 m/yr over this particular region. Large temperature differences are also found in the ocean where sub-surface temperatures show a widespread increase of $\sim$2.6°C on average below the ice shelves (Fig. S1c).

To investigate the significance of the imposed PRISM3 boundary conditions and
starting conditions, we perform a third Pliocene experiment, Pliocene$^{PD-Ant}$ (Table 1). The ISMs are initialised with the equilibrium results of the Control$_{HadCM3}$ run and forced with a Pliocene HadAM3 climate model simulation that has all the PRISM3 boundary conditions except using a modern Antarctic ice sheet (Phase 2 experiment in Dolan et al., 2012). The HadAM3 climatology is shown in Fig. S2. We use here the HadAM3 simulation since no such simulation is available for HadCM3, henceforth for ocean temperatures the HadCM3 Pliocene values are used. In comparison with the pre-industrial HadCM3 climate (Fig. S2c,d) there is a significant increase in both temperatures and precipitation around the margins of the ice sheet.

For all ISMs we have provided monthly climatology of surface-air temperature and precipitation and yearly mean ocean temperatures at 19 depth levels for HadCM3 and 30 levels from the WOD-09 data set, ranging from the surface to $\sim$4.5 km depth. As a lower boundary condition for the 3-D ice-sheet temperature field, the preferred boundary condition is taken to be the heatflux field from Shapiro and Ritzwoller (2004). For the initial ice-sheet thickness and bedrock topography we have used the Bedmap (Bedmap1) data set (Lythe et al., 2001) for the PD configuration and the PRISM3 ice sheet (Dowsett et al., 2010) for the Pliocene. We have also performed the same experiments using the recently published updated bedrock data set of Bedmap2 (Fretwell et al., 2013).

All ISMs are run on a 40 km by 40 km grid, 167 x 167 grid points. Climate fields are projected on this grid using a stereographic projection with OBLIMAP v2.0 (basic theory described in Reerink et al., 2010). For the projection a central longitude was used of $0^\circ$E, the central latitude was set to the south pole (i.e. hence in this case a polar stereographic projection) and the angle that defines the standard parallel was set to $24.7^\circ$ (for details see Reerink et al., 2010). The projection we use here requires a correction for the area of the grid points of the ISMs, for which we follow the methods described in Snyder (1987) with a latitude of true scale of $65.3^\circ$. All volumes of the ice sheet and the contribution to sea level are calculated using the corrected area of each grid point.
2.3 Ice-sheet models

For simulating the Antarctic ice sheet over its complete domain in PLISMIP-ANT, we use ISMs that solve both ice flow for grounded and for floating ice. The models in this study include approximate equations of the Stokes equations of flow. The approximations are primarily based on the shallowness of a large ice body, with spatial scales that are much larger than the thickness of the ice. For grounded ice the SIA (Appendix A1; Hutter, 1983) is used. The SIA only considers horizontal shear stresses and assumes the force of gravity to be the main driver of ice flow. On the other hand, for the ice streams and ice shelves, horizontal stretching, or a membrane-type flow is dominant, which is described with the SSA (Appendix A2; Morland, 1987). Both approximations are based on an isotropic, i.e. Glen’s, flow law, whereas in reality ice is a highly anisotropic material, which behaves differently for vertical shear stresses (SIA) and horizontal stretching (SSA) (Ma et al., 2010). Therefore different enhancement factors for the flow parameter are used for SIA and SSA flow (see Appendix A). Recent developments in ISMs also include higher-order physics, or the full-Stokes solution of 3-D ice flow (see for example Pattyn et al., 2013). However, for paleoclimate applications that largely investigate the long term, on the order of 10 - 100 kyr, response of ice sheet, shallow models are still predominantly used (e.g. Huybrechts, 2002; Pollard, 2010; Pollard and DeConto, 2012b; Golledge et al., 2012; de Boer et al., 2014).

All participants were asked to set up the ISM in a standard mode. In other words, use the models at their regular setup with their own parameter settings for the thermodynamics, mass balance and ice flow as would be used for regular simulations. The reasoning behind this is that we get an estimate in the differences in ice volume between different modelling groups that use their normal setups of the models, as they are used for other applications as well and that they simulate a more realistic modern ice sheet. By including the fixed lapse rate correction, Equation (1), all ISMs are initially forced with the same surface temperatures and precipitation fields from the climate models.
All six ISMs that are used calculate ice-velocities with the SIA and SSA, see Table 3. Since it would be too exhaustive to describe here all aspects of the different models, we will provide a short description of each model and its specific methodology of calculating ice velocities, the surface mass balance and how the sub-shelf melting is included using the ocean temperatures from the climate forcing. The latter is described below, since this is generally a new aspect in most models. For a more detailed description of each ISM, the reader is referred to their respective references as included at the bottom of Table 3. All models incorporate a bedrock model, which is adjusted to changes in ice loading. For all models the basic Elastic Lithosphere, Relaxing Asthenosphere (ELRA) model has been used (Le Meur and Huybrechts, 1996).

A new aspect for most of the ISMs used in PLISMIP-ANT is the sub-shelf melting, or basal mass balance, which includes a parameterisation using ocean temperatures as climate forcing. For recent and future mass loss of the AIS, oceanic sub-shelf melting has been found to be significant (Pritchard et al., 2012; Rignot et al., 2013) and as such it is an important component to be included in the total mass budget of the ice sheet, especially for the much warmer ocean temperatures of the Late-Pliocene (see Fig. 1c and k). Most models use a parameterisation as described by Holland and Jenkins (1999) and Beckmann and Goosse (2003):

\[ M_{shelf} = \rho_w c_p \gamma_T F_{melt} (T_{oc} - T_f) / L \rho_i, \]  

(2)

with the different parameters as described in Table 2. \( T_{oc} \) is the temperature of the ocean underneath the ice shelf, as vertically interpolated from the 3-D ocean temperature fields from the climate forcing. \( T_f \) is the freezing temperature as given by Beckmann and Goosse (2003):

\[ T_f = 0.0939 - 0.057 \cdot S_0 + 7.64 \times 10^{-4} z_b, \]  

(3)

with \( S_0 \) a mean value for the salinity of the ocean of 35 psu and \( z_b \) the bottom of the ice shelf below sea level. The sub-shelf melt parameter \( F_{melt} \) varies between ice-sheet models and is given in Table 3. Since the HadCM3 climate model does not resolve all
points underneath the ice shelves, the ocean temperatures are extrapolated using a distance weighting scheme (similar to Maris et al., 2014).

The SMB is largely calculated using the same method in all models. Precipitation is taken from the climate forcing and from this snow accumulation is determined depending on the surface temperatures. All models except ANICE determine surface melting with a positive degree-day (PDD) scheme (Reeh, 1991), with a PDD factor for ice melt of 8 mm (C°d)^{-1} and 3 mm (C°d)^{-1} for snow melt. Some models additionally include refreezing of rain and melt water.

2.3.1 AISM-VUB

The Antarctic Ice Sheet Model (AISM) from the Vrije Universiteit Brussel (VUB) has been initially developed by Huybrechts (1990, 2002) and was further improved by Fürst (2013) as the version that participated in MISMIP3d (Pattyn et al., 2013). For the present coarse resolution experiments, SIA and SSA are calculated separately for grounded and floating ice and coupled across a one grid cell wide transition zone. It is assumed that depth-averaged longitudinal deviatoric stresses only contribute to the effective stress at the grounding line (Huybrechts, 1990; Huybrechts and de Wolde, 1999). The ice shelf front coincides with the 150 m thickness contour. Sliding is calculated using a Weertman sliding relation inversely proportional to the height above buoyancy wherever the ice is at the pressure melting point. Surface melting is calculated with the PDD scheme, including meltwater retention by refreezing and capillary forces in the snowpack, driven by the surface temperature field of the climate forcing. Parameter settings are given in Table 3. Sub-shelf melting is parameterised as a function of local ocean-water temperature above the freezing point using Equation (1). A distinction is made between protected ice shelves (Ross and Ronne-Filchner) with a melt factor of \( F_{melt} = 5.2 \times 10^{-3} m s^{-1} \) and all other ice shelves with a melt factor of \( F_{melt} = 21.8 \times 10^{-3} m s^{-1} \). The parameters are chosen to reproduce observed average melt rates (Depoorter et al., 2013) under the Ross, Ronne-Filchner and Amery ice shelf for WOD-09 temperature observations and Bedmap2 shelf geometry. For the
Control\textsubscript{HadCM3} run and initial Bedmap1 geometry, average melt rates are a factor 2.0-2.5 too high for these three ice shelves. The two control and the Pliocene\textsubscript{Ice–PRISM3} simulations are using an initial spin-up with fixed geometry for 10 kyr and consecutively for 40 kyr with fixed grounding line before the unconstrained 100 kyr simulations. The Pliocene\textsubscript{Ice–PD} simulation is integrated forward for 100 kyr restarting from the PD steady state of the Control\textsubscript{HadCM3} simulation.

2.3.2 ANICE

The ANICE model is part of the IMAU-ICE package (Institute for Marine and Atmospheric research Utrecht), the ice-sheet model of Utrecht University. The package contains a range of ISM of different complexities, from shallow 1-D models to a full-stokes application. ANICE calculates both the SIA and SSA velocities for sheet and shelf ice, and add these together, no additional grounding-line parameterisations are included. Basal sliding is included as a Mohr-Coulomb plastic law, with basal stresses included in the SSA equations. The basal stress is calculated as a function of a till stress that spatially varies as a function of bedrock elevation. (Winkelmann et al., 2011; de Boer et al., 2013). Surface melting is calculated using an Insolation Temperature Melt (ITM) model, using monthly values of the PD insolation at the top of the atmosphere and surface-air temperature (de Boer et al., 2013). The monthly precipitation field is adjusted with the change in surface temperature, the latter is adjusted according to Equation (1), Furthermore, refreezing of rain and melt water is calculated using a potential retention fraction. Sub-shelf melting is calculated as described above, and only applied on floating ice with the melt factor $F_{\text{melt}} = 2 \times 10^{-3} \text{m s}^{-1}$ and is combined with melt rates for exposed ice shelves and the deep ocean (Pollard and DeConto, 2009; de Boer et al., 2013). No additional calving law is applied.
2.3.3 PISM

The Parallel Ice Sheet Model (PISM) used for this project is the most recent version v0.6 (Winkelmann et al., 2011; Feldmann et al., 2014). Velocities from the SIA and SSA are combined to yield total velocity (Winkelmann et al., 2011). PISM v0.6 includes a sub-grid scheme described in Feldmann et al. (2014) that improves grounding line migration. There are two components of this scheme: firstly, a subgrid interpolation system allows for the 'correct' position of the grounding line to be estimated according to the flotation criterion. The ratio of cell coverage represented by the 2D interpolated position is then used to modify the driving stress in that cell. Secondly, surface gradients at the grounding line are calculated in one direction only (up-glacier in the last grounded cell, and down-glacier in the first floating cell). Basal sliding is included as a Mohr-Coulomb plastic law, with basal stresses included in the SSA equations (Winkelmann et al., 2011). An elevation-dependent prescription of the till friction angle is used (see Martin et al., 2011), ranging from 6 degrees for all areas of bedrock below 100 m elevation and linearly increasing to 15 degrees for all areas where the bed is above 1500 m elevation. Additionally, the subglacial till layer is also weakened by saturation of meltwater generated at the ice-sheet bed by geothermal, frictional and strain heating (Golledge et al., 2014). Variability in modelled ice volume in the PISM simulations arises from a thermodynamic feedback in which increased basal sliding (leading to volume loss) is the threshold response to a gradual saturation from meltwater saturation of the basal substrate layer. Surface melting is calculated with the PDD scheme. The sub-shelf melting rates are calculated with a modified form of the quadratic parameterisation of Holland et al. (2008):

\[ M_{shelf} = \frac{0.341 T_{oc}^2 + 2.365 T_{oc} + 3.003}{100}. \]  

(4)

Here, \( T_{oc} \) is used at a fixed depth of 600 m, as this was considered most representative of the water depth affecting most of the PD ice shelves. Additionally, two calving criteria are used: firstly, the eigen calving approach of (Levermann et al., 2012) that predicts calving losses according to horizontal spreading rates, and secondly a thickness limi-
tation is imposed, such that shelves thinner than 250 m are automatically calved. The latter is a tuned value found through experimentation to yield ice shelf extents of reasonable fit to observed geometries.

### 2.3.4 PSU-ISM

The Penn State University (PSU) ISM has been widely used for paleoclimate applications (e.g. Pollard and DeConto, 2009, 2012a,b). The most recent version includes a grounding-line flux boundary condition as introduced by Schoof (2007), whereas a heuristic scheme is used to determine the transition from sheet to shelf ice flow (Pollard and DeConto, 2012b). Sliding is included as the standard Weertman sliding, but the basal sliding coefficients were tuned to minimise modern-day ice surface elevation errors (Pollard and DeConto, 2012b). The tuned coefficients are adopted from Pollard and DeConto (2012b), the tuning is not repeated in this study. Surface melting is included using a basic PDD scheme. The sub-shelf melt rates use the same Equation (2), but with a quadratic function of \((T_{oc} - T_f)\), following (Holland et al., 2008), and an additional melt factor \(K=3\) (see Pollard and DeConto, 2012b, eq. 17) with \(F_{melt} = 5 \times 10^{-3} \text{m} \text{s}^{-1}\).

### 2.3.5 RIMBAY

RIMBAY is based on the 3-D ISM by Pattyn (2003) and a full description is given in Thoma et al. (2014). Here we use the shallow-approximation version of RIMBAY that combines SIA and SSA velocities in a similar way as PISM and ANICE. In RIMBAY the SSA and SIA velocities are added together with a smoothing gradient over the grounding line (Thoma et al., 2014), which mixes SIA and SSA velocities over 2 grid boxes, i.e. a distance of 80 km, to smooth the transition between SIA and SSA regions. Sliding is included with a basic Weertman sliding law, for which the sliding velocity is a function of the driving stress (see Thoma et al., 2014). Surface melting is calculated with a PDD scheme. Sub-shelf melting is calculated as described above with the melt...
factor $F_{melt} = 11 \times 10^{-3} m \ s^{-1}$.

### 2.3.6 SICOPOLIS

Here we use SICOPOLIS (SImulation COde for POLythermal Ice Sheets) version 3.2-dev revision 498. The model calculates the SIA and SSA separately for sheet and shelf flow, respectively. The enhancement factor for ice flow on land are separate for glacial and interglacial ice. $E_{SIA} = 5$ for glacial ice (older than 11 kyr for the Control simulations) and $E_{SIA} = 1$ for interglacial ice, consistent with measurements from ice cores (NEEM community members, 2013). No additional grounding-line parameterisation or combinations are used. Sliding will initiate when ice at the base reaches its local melting point by applying a Weertman-type law in the form used in Sato and Greve (2012). This includes sub-melt sliding before reaching the melting point, when the ice is $1^\circ C$ below the melting point, it starts sliding with a fraction of the full sliding velocity, which is reached when the temperature is at the melting point.

Surface melting is calculated with the PDD scheme, supplemented by the semi-analytical solution for the PDD integral by Calov and Greve (2005). Further, the model implements a retention model that takes into account the contribution from rainfall and surface melt to the formation of superimposed ice, for which a saturation factor of 0.6 is chosen (Reeh, 1991). The sub-shelf melting parametrisation is as described above, with different melt factors, $F_{melt} = 5 \times 10^{-3} m \ s^{-1}$ for protected, $F_{melt} = 5 \times 10^{-2} m \ s^{-1}$ for exposed and $F_{melt} = 5 \times 10^{-1} m \ s^{-1}$ for open ocean shelves. Melting at the grounding line points is included using the regression of Rignot and Jacobs (2002). This regression is only used for the control experiments. A simple ice thickness threshold method is used for calving, with a value of 50 m to enable calving, only applied at exposed calving fronts, the latter determined as in Pollard and DeConto (2009).
3 Results

All experiments are 100-kyr steady state runs, i.e. a constant climate forces the ISMs, for which only surface temperatures are adjusted with a constant lapse rate, Equation (1), and ocean temperatures are adjusted according with the depth of the bottom of the shelves. Fig. 2 shows the full 100 kyr simulated ice volume of all models for the first four experiments of PLISMIP-ANT, performed with all six ISMs. The model behaviour varies considerably due to differences in specifying initial conditions between the models, i.e. initial ice temperatures and differences in calculating velocities and the surface mass balance. In general, the models do come into an equilibrium state quite rapidly.

3.1 Modern control simulations of Antarctica

For PLISMIP-ANT two control simulations have been performed. The first simulation is the basic test for a comparison with the Pliocene HadCM3 forcing and uses a pre-industrial simulation of HadCM3 (Fig. 1a-d). Differences in the time-evolution of the models can be mainly ascribed to the initial ice-temperature distribution and consequently velocities of the ice (Fig. 2a). Most ISMs display the strongest increase in ice volume at the beginning of the 100 kyr simulation and the variability thereafter is quite limited. However, some models, such as the PSU-ISM (green), show a smaller initial increase in ice volume and a steady increase of volume. The small initial increase could be due to the initialisation procedure and the different basal-sliding parameterisation (Section 2.3.4).

The different initial ice volume of AISIM is caused by the initialisation procedure performed before the equilibrated 100 kyr run (see Section 2.3.1). Variability in ice volume in the PISM simulations arises from a thermodynamic feedback in which increased basal sliding (leading to volume loss) is the threshold response to a gradual saturation of the basal substrate layer by meltwater. Under a constant climate forcing, these glaciological feedbacks give rise to an ice-sheet that is in a state of dynamic equilibrium (Van Pelt and Oerlemans, 2012; Golledge et al., 2014).
In general, the final grounded ice volume between models differs quite substantially, 25.9 to 29.6 $\times 10^6$ km$^3$ for the Control$_{HadCM3}$ simulation, whereas the Bedmap1 PD grounded ice volume is 26.6 $\times 10^6$ km$^3$ (Fig. 4). Nonetheless, the topography and the extent of the ice shelves are similar compared to the PD initial ice sheet for almost all models (Fig. 3). Only the PSU-ISM does exhibit a retreated Ross ice shelf, largely induced by substantial sub-shelf melting. Although the setup of the individual ISMs is different, the difference of the final topography of the ISMs compared to the observed Bedmap1 surface elevation shows a rather similar pattern, i.e. a lower topography in the interior of the ice sheet and thicker ice around the edges, especially in the Lambert ice shelf, the Antarctic Peninsula and Coats land (see Fig. S3). The lower ice thickness in the centre and the thicker edges is a common feature in shallow ice-sheet models and can be ascribed to the course spatial resolution that does not capture the detailed topography and unknown basal conditions, especially for Bedmap1 (e.g. Martin et al., 2011; Maris et al., 2014; Briggs et al., 2014).

Differences between the ISMs are difficult to assess, but are a combination of changes in either the SMB, ice flux across the grounding line and basal melting, largely combined in a non-linear way. The larger volume of PSU-ISM and AISM could be due to a slightly higher SMB, since the ice flux across the grounding line is quite large. The smaller volume and extent of SICOPOLIS (Fig. 4) is due to more basal melting at the grounding line relative to the other models.

The Control$_{Obs}$ simulation with ERA-40 and WOD-09 climate forcing in general shows a smaller ice sheet compared to the pre-industrial control with HadCM3, with a range of grounded ice volume of 24.11 to 26.86 $\times 10^6$ km$^3$ as illustrated in Fig. 4. The lower ice thickness in the interior of the EAIS is mainly due to lower precipitation over this area, which is known to be underestimated in ERA-40 and models of present-day climatology (Van de Berg et al., 2005). Most ISMs do reconstruct an ice sheet that remains comparable to the PD ice volume and extent (Fig. S4). The extent of the ice shelves is simulated less well, in particular by PISM and SICOPOLIS, due to lower ice velocities across the grounding line and a lower SMB over the ice-shelves areas.
When comparing the two control experiments (Fig. 4), AISM simulates ice sheets that are both larger than Bedmap1, whereas SICOPOLIS simulates ice sheets smaller than Bedmap1, the latter with a smaller extent of grounded ice, mainly due to locally high rates of grounding line melting. RIMBAY and ANICE simulate ice volume closest to Bedmap1, but ANICE shows a smaller ice extent. The largest difference between the two control simulations is shown by PISM and the PSU-ISM (Fig. 4), which could be attributed to the difference in SMB between the two simulations over grounded ice that is larger for PISM and the PSU-ISM relative to the other ISMs. In general, for both control experiments and for all six ISMs a larger grounded ice area corresponds to a larger grounded ice volume (Fig. 4).

3.2 Antarctica in the Late-Pliocene

As shown in Table 1, we have performed two Pliocene experiments with the same HadCM3 climate forcing. Pliocene\textsubscript{Ice-PD} simulation uses the PD ice sheet as an initial state for the ISMs (Fig. 5a), whereas the Pliocene\textsubscript{Ice-PRISM3} simulation is initialised with the much smaller PRISM3 ice sheet topography (Fig. 6a). For both simulations the response over the 100 kyr simulations is very different for the ISMs (Fig. 2c,d). For the Pliocene\textsubscript{Ice-PD} experiment the AISM, PSU-ISM and RIMBAY show an increase in ice volume, whereas ANICE, PISM and SICOPOLIS show an initial drop and then a recovery to a lower volume than initially (Fig. 2c). The three models with a smaller ice sheet behave in a similar way in the Pliocene\textsubscript{Ice-PRISM3} simulation, as shown in Fig. 2d.

The final ice-sheet topographies are shown in Fig. 5 and Fig. 6. The warmer ocean temperatures in the Late-Pliocene climate forcing (see Fig. 1k compared to Fig. 1c) result in complete disintegration of the ice shelves from the PD initial ice sheet for all models except RIMBAY (Fig. 5f), which might be partly due to the grounding-line physics included (Section 2.3.5). The differences in grounded ice volume between the other models are largely due to the differences in SMB.

For all six ISMs the ice sheet has a larger grounded volume in the Pliocene\textsubscript{Ice-PD} simulations compared to the Pliocene\textsubscript{Ice-PRISM3} simulations (Fig. 7a). Moreover, when
considering East and West Antarctica independently (Fig. S5), there are some interesting features within the PLISMIP-ANT ensemble. Volume predictions for East Antarctica vary from 22.04 to $25.45 \times 10^6$ km$^3$ using the PD as an initial condition and from 21.01 to $24.08 \times 10^6$ km$^3$ using the PRISM3 ice sheet to initialise the ISMs. None of the models sustain the extent of retreat given as initial condition in PRISM3 (Fig. 5 and Fig. 6), due to a positive SMB over the Wilkes and Aurora basins. Furthermore, the largest difference between the two Pliocene simulations for the WAIS (see Fig. S5b) is simulated by RIMBAY, 1.79 to $6.42 \times 10^6$ km$^3$ and by the PSU-ISM 1.95 to $3.98 \times 10^6$ km$^3$.

To test the impact of the imposed PRISM3 boundary conditions, the Pliocene $PD_{-Ant}$ experiment forced with Pliocene HadAM3 climatology, with PRISM3 boundary conditions except a modern Antarctica, exhibits a good test if the models can also simulate a retreat from the present-day grounding line. Although we impose warm ocean and surface-air temperatures on the ice sheet, the ISMs do not exhibit a retreat of the ice sheet (Fig. 8). The PD extent of the ice sheet is maintained due to the imposed increase in precipitation, and ice fluxes across the grounding line that are larger due to thicker ice at the margins (Fig. S3). The grounded ice volume and extent of the Pliocene $PD_{-Ant}$ simulation is consistently larger for each ISM, except RIMBAY, relative to the Pliocene $Ice-PD$ simulations (Fig. 7a,c), the latter is forced with the full Pliocene HadCM3 climatology.

### 3.3 Intercomparison

Fig. 9 provides an overview of the results from the four main experiments in terms of ice sheet thickness. On a grid-box by grid-box basis, the ensemble of results has been sorted into order of thickness (thinnest to thickest members) and we have plotted the median (i.e. the mean of the 3rd and 4th member; Fig. 9 - left panels) and the range (i.e. the difference between the largest and smallest ice thickness, divided by two; Fig. 9 - middle panels). Finally, we have also plotted ice sheet presence that shows how many of the six ISMs predict ice of any thickness, both floating and grounded ice, in that particular grid box. The ice presence maps (Fig. 9 - right panels) show that all
models reconstruct an EAIS of near-modern extent for the Late-Pliocene, and that no ISM simulates the retreat in the Wilkes and Aurora basin as prescribed by the PRISM3 boundary conditions.

The range of ice thickness in model predictions illustrates the degree of model agreement among the PLISMIP-ANT ensemble. The differences among the models are large, in particular for the Pliocene_{Ice–PD} simulation over West Antarctica (Fig. 9h). In addition (Fig. 9i) shows where some models suggest a large-scale ice cover across West Antarctica and others only small ice caps. For the Pliocene_{Ice–PRISM3} simulation, initialised with the PRISM3 ice sheet, the median shows a smaller WAIS, whereas the EAIS is similar to that of the Pliocene_{Ice–PD} simulation (Fig. 9j). Most models do simulate ice on the West Antarctic land areas but no ISM shows a vast increase of the WAIS, which is prohibited by the warm ocean temperatures (Fig. 1k) and a negative SMB. The largest range in thickness for the Pliocene_{Ice–PRISM3} experiment is exhibited over the Wilkes and Aurora basin in East Antarctica (Fig. 9k). All ISMs simulate an advance over this area of the ice sheet relative to the initial PRISM3 ice-sheet topography (Fig. 9l), ice sheet advance is caused by a positive SMB, whereas variability in extent and ice thickness is due to differences in ice velocities.

In Fig. 10 we show cross sections through the ice sheets resulting from the six ISMs for three locations. The cross sections are shown in Fig. 9a and represent the regions with the largest spread among the models. Fig. 10a and b show the cross sections through the Wilkes basin (A in Fig. 9a), for the Control_{HadCM3} and Pliocene_{Ice–PD} simulations respectively. For the Control_{HadCM3} simulation (In Fig. 10a) the modelled topographies are largely similar, whereas the spread between the ISMs for the Pliocene_{Ice–PD} simulation (In Fig. 10b) is notably larger. For the Lambert ice stream (B in Fig. 9a) the spread among the ISM simulations is large for the four experiments. All models generally show thicker ice for the Control_{HadCM3} simulation relative to PD (see also Fig. S3), whereas for the Pliocene_{Ice–PD} the ice thicknesses vary but cluster around the initial PRISM3 surface elevation (In Fig. 10d). Similar for the Lambert ice stream, all ISMs simulate a higher topography over the cross-sectional area of the WAIS (Fig. 10e). As
can be seen in Fig. 9h, the spread between the models is particularly large over West Antarctica for the Pliocene\textsubscript{Ice−PD} simulation, with some models simulating a large ice sheet and others predicting ice-free conditions (Fig. 10f), due to a balance between grounding-line flux, sub-shelf and surface melting.

### 3.4 Sensitivity to initial bedrock topography

Recently, a new data set of bedrock topography, surface elevation and ice thickness for Antarctica (Bedmap2; Fretwell et al., 2013) has been published. To analyse the sensitivity of the modelled ice-sheet geometry to the new bedrock topography inferred from observations we have repeated the same experiments with the Bedmap2 data set, using exactly the same setup as was used for the original experiments. The Bedmap2 data set provides a significant improvement relative to the Bedmap1 data set used here, i.e. higher resolution, improved data coverage and precision (Fretwell et al., 2013). Moreover, Bedmap2 contains fewer inconsistencies between surface elevation, ice thickness and bedrock topography, which was a limitation in the Bedmap1 data set (Fretwell et al., 2013).

To repeat the experiments, a new initial Pliocene ice sheet topography had to be generated for the Pliocene\textsubscript{Ice−PRISM3} simulation. Here we have placed the PRISM3 ice-sheet configuration on the Bedmap2 bedrock topography. To account for the uplift of the bed due to the retreat of the ice sheet, relative to the Bedmap2 ice thickness, the ELRA bedrock model has been used to run the bedrock topography to isostatic equilibrium. The final bedrock topography and ice-sheet surface are then used as initial fields for the Pliocene\textsubscript{Ice−PRISM3} experiment as shown in Fig. 11a. In general, differences with the original PRISM3 ice sheet are not large. However, bedrock elevation is significantly lower in the Wilkes and Aurora basin (see Fig. 11h). Naturally, some uncertainties are involved in this procedure such as the chosen bedrock model and its parameters and the accompanying uncertainties in the Bedmap2 data set (see Fig. 11 and 12 in Fretwell et al., 2013). However, we believe this is a reasonable first sensitivity test to identify how the ISMs respond to a different initial bedrock topography.
Fig. 12 represent a comparison between the two simulations of the grounded ice volume and area. The Bedmap2 simulations for Control$_{HadCM3}$ are also comparable to the PD ice-sheet extent and ice volume. Final ice volume for the Pliocene$_{Ice-PD}$ and Pliocene$_{PD-Ant}$ experiments are comparable for both bedrock topographies, with 24.7 to 31.5 $\times 10^6$ km$^3$ and 26.1 to 31.3 $\times 10^6$ km$^3$ for Bedmap1, and 23.1 to 30.3 $\times 10^6$ km$^3$ and 26.7 to 29.4 $\times 10^6$ km$^3$ for Bedmap2, respectively.

As is shown in Fig. 11, the final simulated surface topography for the Pliocene$_{Ice-PRISM3}$ experiment shows a different result especially for the Wilkes and Aurora basin, where observations have improved considerably compared to Bedmap1. As shown in Fig. S6a, most models calculate an even lower volume than the initial PRISM3 ice sheet, also due to a reduced size of the central part of the ice sheet, whereas the area covered by ice is still larger (see Fig. S6c) and the Pliocene$_{Ice-PD}$ simulations results in a modern extent of the EAIS (Fig. S7). Similar results are obtained with using the SIA-only models (Fig. S6b,d). The smaller volume in the Pliocene$_{Ice-PRISM3}$ experiment with Bedmap2 hence display the difficulty of the ISMs used here to simulate a re-advance of the EAIS to the present-day position in the Wilkes and Aurora basins, compared to the same experiments with Bedmap1.

4 Discussion

For the control simulations, all ISMs reconstruct an ice sheet close to its PD configuration and result in a smaller equilibrated ice sheet driven by the ERA-40/WOD-09 climate (Fig. 4), mainly due to the drier conditions across East Antarctica in ERA-40 relative to the pre-industrial simulation of HadCM3. The differences between the models for all experiments are rather small considering that all models are used with their own setup for determining ice temperatures and velocities. The variability within the model ensemble is a combination of the differences in SMB and ice fluxes. The average SMB for the six ISMs is $2113.3 \pm 129.7$ Gt yr$^{-1}$ (Gt = $10^{12}$ kg) and the ice flux across the grounding line is $346.5 \pm 147.8$ Gt yr$^{-1}$ at the final step of each 100 kyr simulation. The
ice fluxes are calculated afterwards, using final ice thickness and vertically averaged velocities, and are merely to give an indication of the range between models.

Most ISMs for the two Pliocene simulations have a similar final steady-state topography (Fig. 5, 6 and 7) and show a retreat of the WAIS from its PD configuration in the Pliocene\textsubscript{Ice−PD} simulation due to higher ocean temperatures that enhance sub-shelf melting and ablation due to higher surface temperatures (Fig. S1a,c). Only RIMBAY simulates a WAIS that is larger than PD (Fig. S5) and the PSU-ISM simulates a rather large WAIS as well, although the ice shelves have completely disintegrated. For the EAIS all models produce a similar final surface topography and final volume for the two simulations. Here most ISMs do show an increase in ice volume for the Pliocene\textsubscript{Ice−PD} simulation relative to PD, mainly caused by a higher accumulation in the Wilkes and Aurora basins relative to the pre-industrial (see Fig. 1j). The largest difference in grounded ice volume is simulated by RIMBAY (Fig. S5). Although surface-air and ocean temperatures are largely the same for each ISM at the initial step of the 100-kyr simulations, the ISMs show quite a strong differences between the two Pliocene simulations (Fig. 2c,d). The divergent behaviour within our intercomparison is largely due to differences in ice fluxes and sub-shelf melting (not shown), i.e. two features in the models that are not constrained in our experimental setup.

When comparing the bedrock topography of Bedmap1 and Bedmap2, the difference for the subglacial basins in the Wilkes and Aurora regions is in particular large (Fig. 11h) and of importance for ice-sheet growth and collapse. The re-advance and retreat of the EAIS in these regions involves marine ice-sheet instability (Weertman, 1974), related to grounding-line migration, hysteresis due to unstable retreat on reverse bedslopes, pinning on bedrock highs and variable buttressing due to ice shelves (Schoof, 2007; Jamieson et al., 2012; Gladstone et al., 2012; Parizek et al., 2013; Docquier et al., 2014). Although some models used here do include physical parameterisations to improve grounding-line migration (for example PISM, PSU-ISM and RIMBAY are used in Pattyn et al., 2013), the SIA-SSA models used here are not capable of simulating a retreat from modern extent for the given Pliocene climate forcing (Fig. 8 and S7).
This could also be ascribed to a too coarse resolution at the grounding line, which is known to be of crucial importance for accurate simulations of the migration of the grounding line accurately (e.g. Vieli and Payne, 2005; Goldberg et al., 2009). A fixed grid size of 40 km was used here because of computational efficiency, whereas long-term simulations with higher-order physics are currently infeasible.

4.1 Comparison with SIA-only ISMs

The initial setup of PLISMIP was comprised of models that include the SIA only (Dolan et al., 2012), similar to the experiments performed for Greenland (Koenig et al., 2014). Although a combination of the SIA and SSA is necessary to simulate the complete domain of the AIS, the main driver of ice flow for the EAIS is the SIA-based ice flow velocity. Here, we compare simulations with three SIA ISMs to the modelled EAIS with the SIA-SSA models. The three models are IcIES (Saito and Abe-Ouchi, 2004), BASISM (Hindmarsh, 2001) and IMAU-ICE, a SIA version of ANICE (de Boer et al., 2013). All three models use the SIA as described in Appendix A1 and use a Weertman type sliding law and have been used for the Greenland experiments as well, as described in Koenig et al. (2014). IMAU-ICE is largely similar to ANICE, only uses Weertman sliding.

As is shown in Fig. S5c, final ice volume for the EAIS falls within the range of the SIA-SSA models, with IcIES on the low end and BASISM on the high end of the spectrum of SIA-SSA models. Similar to the six SIA-SSA models with Bedmap2, the three SIA-only models all show a smaller ice extent over the Wilkes and Aurora basins (Fig. 11i-k). Also, all three models simulate a smaller ice volume using Bedmap2 (Fig. S6b,d) relative to Bedmap1 (Fig. 7b,d). The smaller EAIS as simulated in the Pliocene Ice$_{PRISM3}$ experiment with Bedmap2 does not simply reflect a decrease in SMB, but can largely be ascribed to the difference in bedrock topography and pinning on bedrock highs in the Wilkes and Aurora basin. The latter is also demonstrated by the fact that the SIA-only models show similar results as the SIA-SSA ISMs. Therefore, the initial state of the ice sheet is here of deciding influence and a retreat/re-advance could potentially
be approximated in a more realistic fashion by models combining parameterisations of the above-mentioned grounding-line physics with sufficiently high spatial resolution (e.g. Cornford et al., 2013).

4.2 Contribution to Late-Pliocene sea level

The contributions of Antarctica to sea level are shown in Table 4. All values are derived from the total ice volume at the last time step of each 100-kyr simulation relative to the PD mapped ice sheet on the 40 by 40 km grid, using ice thickness above flotation and a correction for bedrock change:

$$\Delta S = \left( \sum_{i,j} H_{i0af} - H_{i af} + \min(0, Hb) - \min(0, Hb_0) \right) \times 40000 \times 40000 / O_{area}$$

(5)

where $H_{i0af}$ and $H_{i af}$ are the ice thickness above flotation for the initial (either Bedmap1 or Bedmap2) and final modelled ice sheet in m water equivalent, respectively:

$$H_{i af} = \frac{\rho_i}{\rho_w} Hi + Hb.$$

(6)

Density of ice and seawater are taken as provided in Table 2 and an ocean area of $O_{area} = 3.62 \times 10^{14}$ m$^2$ is used. $Hi$ is ice thickness (in m) and $Hb$ is the bedrock topography (in m; negative below sea level). On average, the six ISMs calculate a sea-level contribution of $-3.23 \pm 2.93$ m s.e. for the Control$_{HadCM3}$ simulation relative to Bedmap1. On the contrary, for the Bedmap2 simulations the ISMs produce a difference with Bedmap2 ice of $1.11 \pm 3.02$ m s.e., i.e. on average too small for the Control$_{HadCM3}$ simulation (Table 4). Although the spread is quite considerable, all ISMs simulate a higher sea level for the Pliocene$_{Ice-PRISM3}$ simulation relative to the Control$_{HadCM3}$ simulation. In case of the Pliocene$_{Ice-PD}$ experiment only a few models simulate a positive contribution to sea-level relative to the Control$_{HadCM3}$, both for the Bedmap1 and Bedmap2 experiments. Most notable, for the Pliocene$_{PD-Ant}$ experiment the ISMs largely simulate a drop in sea level, i.e. an increase grounded ice volume, although for the Bedmap2 experiment the change relative to the Control$_{HadCM3}$ experiment is significantly smaller.
The results presented here are the first steady state simulations of the full domain of the AIS, using coupled SIA-SSA ISMs for the Pliocene Ice Sheet Modelling Inter-comparison Project, PLISMIP. Firstly, the control simulations show a consistent result for all ISMs, all models simulate a lower ice volume for the PD ERA-40/WOD-09 data set compared to the simulation with HadCM3 pre-industrial climatology due to a drier East Antarctic climate in ERA-40. Secondly, for the Pliocene simulations using the Bedmap1 bedrock topography and ice thickness, all models show a consistent result with a higher final ice volume of the Pliocene$_{Ice−PD}$ simulation compared to that of the simulation initialised with the PRISM3 ice sheet. RIMBAY shows the largest difference between the Pliocene$_{Ice−PD}$ simulation and the Pliocene$_{Ice−PRISM3}$ simulation. All six ISMs were used in their regular setup. Hence, the calculation of thermodynamics (thus ice fluxes) and the sub-shelf melting (see Section 2.3 and Table 3) was done different for each ISM. Surface-air and ocean temperatures have initially similar values for each ISM, but differences in final ice volumes calculated by the ISMs can be largely ascribed to differences in ice fluxes across the grounding line and sub-shelf melting.

Our simulations of the Late-Pliocene warm period with Bedmap1 do not support a significant reduction of the EAIS across the Wilkes and Aurora basins as has been suggested by studies of marine sediments (e.g. Williams et al., 2010; Cook et al., 2013). Although the experiments using Bedmap2 with the initial PRISM3 ice sheet geometry do simulate less ice cover over the Wilkes and Aurora basin, with imposing the Pliocene climate on a modern-day Antarctic ice sheet, a significant retreat from the current grounding line positions could not be realised (Fig. 8 and S7). Our experiments do show the importance of using an accurate data set of bedrock topography for ice-sheet models. Additionally, improved grounding-line and/or calving physics may be crucial to simulate the retreat of the grounding-line for subglacial basins of Antarctica (e.g. Fogwill et al., 2014; Mengel and Levermann, 2014; Pollard et al., 2015).
The spread in the PLISMIP-ANT model ensemble is quite considerable. Additionally, incorporating climate fields from different AO-GCMs (Haywood et al., 2013) will allow evaluation of the uncertainties in climate forcing on the steady state response of the modelled AIS. For the Greenland ice sheet a previous intercomparison showed that this is important to take into account (Dolan et al., 2014). The spread in surface-air and ocean temperatures between AO-GCMs over Antarctica is considerable (Haywood et al., 2013) and it is likely that both calculated SMB and sub-shelf melting will also contribute to a large spread in the modelled AIS sea-level contribution.

In conclusion, results are depending on the ISMs, the imposed climate forcing and initial conditions of the ice sheet. The sea-level contributions from the Pliocene\textsubscript{Ice−PD} experiment relative to the Control\textsubscript{HadCM3} simulations are on average 0.0 ± 6.1 m s.e. for Bedmap1 and -1.9 ± 4.9 m s.e. for Bedmap2. Although some models, e.g. ANICE and PISM, do exhibit a positive contribution for both the Bedmap1 and Bedmap2 experiments (Table 4). For the Pliocene\textsubscript{PD−Ant} experiment, all ISMs simulate an increase in ice volume, with an average sea-level drop of -3.7 ± 2.2 m s.e. for Bedmap1 and -1.5 ± 1.5 m s.e. for Bedmap2. On the other hand, positive sea-level contributions are simulated for the Pliocene\textsubscript{Ice−PRISM3} experiments, however, these simulations are largely dependent on the initial ice-sheet topography. Hence, we cannot provide a conclusive sea-level contribution of the Antarctic ice sheet to Pliocene sea-level rise.

Appendix A

Approximations in ice-sheet modelling

All ISMs used within PLISMIP-ANT apply the shallow ice and shallow shelf (or shelfy stream) approximations to reduce computational time relative to solving the full Stokes equations of flow. Here we shortly describe the two approximations.
A1 The Shallow Ice Approximation (SIA)

For modelling 3-D ice sheets over long time scales, the SIA is commonly used to calculate ice flow over land areas (e.g. Hutter, 1983; Huybrechts, 1990). For the SIA the normal, longitudinal, stresses are neglected relative to the horizontal shear stress. In this way, shearing stresses induced by vertical changes of the horizontal velocities are only balanced by the driving stress: $\rho_i g H \nabla H_s$. The SIA velocities follow from an integral equation:

$$V_{SIA} = -2(\rho_i g)^n |\nabla H_s|^{n-1} \nabla H_s \int_b^z E_{SIA}(T^*) (H_s - z)^n d\zeta.$$  \hspace{1cm} (A1)

Here, $\nabla H_s$ is the horizontal surface slope, $\zeta$ the scaled vertical coordinate, $\rho_i = 910$ kg m$^{-3}$ the density of ice, $g = 9.81$ m s$^{-2}$ the gravity acceleration and $n = 3$ the flow exponent in Glen’s flow law. $A(T^*)$ is the flow-rate factor (Pa$^{-3}$ yr$^{-1}$) depending on the ice temperature corrected for pressure melting dependent ($T^*$). $E_{SIA}$ is the flow enhancement factor (Ma et al., 2010), which is different for each ISM (see Table 3).

A2 The Shallow Shelf Approximation (SSA)

To determine ice velocities for ice shelves, the approximate stress balance for the SSA includes longitudinal stress which are more dominant compared to the shear stress. The balance equations determine stretching velocities, i.e. the change of the horizontal velocities independent of depth in the horizontal plane. The SSA is largely used to calculate the velocities of ice shelves and ice streams (e.g. Morland, 1987; Bueler and Brown, 2009). For the latter basal friction needs to be included:

$$\frac{\partial}{\partial x} \left[ 2\mu H_i \left( 2 \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) \right] + \frac{\partial}{\partial y} \left[ \mu H_i \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \right] (+\tau_{b,x}) = \rho g H_i \frac{\partial H_s}{\partial x},$$  \hspace{1cm} (A2)

$$\frac{\partial}{\partial y} \left[ 2\mu H_i \left( 2 \frac{\partial v}{\partial y} + \frac{\partial u}{\partial x} \right) \right] + \frac{\partial}{\partial x} \left[ \mu H_i \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right) \right] (+\tau_{b,y}) = \rho g H_i \frac{\partial H_s}{\partial y}.$$  \hspace{1cm} (A3)
Here, $u$ and $v$ are the SSA velocities in the x and y direction, respectively (in m yr\(^{-1}\)) and $H_i$ is the ice thickness. For the SSA the stresses due to stretching are balanced by the gravitational driving stress and possibly the basal stresses $\tau_{b,x}$ and $\tau_{b,y}$ (in Pa) when applied on land. The parameter $\mu$ is the vertical averaged viscosity, a function of the strain rates and the vertical mean flow rate factor $A(T^*)$ (e.g. Bueler and Brown, 2009):

$$\mu = \frac{1}{2(E_{SSA}\bar{A})^{1/n}} \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial x} \right) \left( \frac{\partial v}{\partial y} \right) + \frac{1}{4} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)^2 \right]^{\frac{1-n}{2n}}, \tag{A4}$$

with $\bar{A}$ the vertical mean flow rate factor $A(T^*)$ and $E_{SSA}$ the enhancement factor for the SSA velocities (Ma et al., 2010), which is different for each ISM (see Table 3).
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Table 1. Experiments for PLISMIP-ANT following Dolan et al. (2012). Two phases are carried out, a control phase and Pliocene phase. Forcing climatology’s for Control\textsubscript{HadCM3} and the Pliocene experiments are taken from HadCM3 with PRISM3 boundary conditions, Control\textsubscript{Obs} uses ERA-40 reanalysis and ocean temperatures from WOD-09. The fifth experiments uses HadAM3 surface climate and HadCM3 ocean temperatures. Initial ice sheets are taken from Bedmap1 (Lythe et al., 2001) or Bedmap2 (Fretwell et al., 2013) and PRISM3 (Dowsett et al., 2010). PI: Pre-Industrial.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Climate input</th>
<th>Initial ice sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Atmosphere</td>
<td>Ocean</td>
</tr>
<tr>
<td>Control\textsubscript{HadCM3}</td>
<td>PI HadCM3</td>
<td>PI HadCM3</td>
</tr>
<tr>
<td>Control\textsubscript{Obs}</td>
<td>ERA-40</td>
<td>WOD-09</td>
</tr>
<tr>
<td>Pliocene\textsubscript{Ice−PD}</td>
<td>Plioc. HadCM3</td>
<td>Plioc. HadCM3</td>
</tr>
<tr>
<td>Pliocene\textsubscript{Ice−PRISM3}</td>
<td>Plioc. HadCM3</td>
<td>Plioc. HadCM3</td>
</tr>
<tr>
<td>Pliocene\textsubscript{PD−Ant}</td>
<td>Plioc. HadAM3</td>
<td>Plioc HadCM3</td>
</tr>
</tbody>
</table>

with modern Ant.

Table 2. Physical parameters for the sub-shelf melt parameterisation.

<table>
<thead>
<tr>
<th>Constant &amp; description</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_i$ ice density (kg m$^{-3}$)</td>
<td>910</td>
</tr>
<tr>
<td>$\rho_w$ seawater density (kg m$^{-3}$)</td>
<td>1028</td>
</tr>
<tr>
<td>$c_{po}$ specific heat capacity of ocean (J kg$^{-1}$ °C$^{-1}$)</td>
<td>3974</td>
</tr>
<tr>
<td>$\gamma_T$ thermal exchange velocity (m s$^{-1}$)</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>$L$ Latent heat of fusion (J kg$^{-1}$)</td>
<td>$3.35 \times 10^5$</td>
</tr>
</tbody>
</table>
Table 3. Description of the ice-sheet models used for PLISMIP-ANT. All models apply the climatological forcing of temperature and precipitation with absolute values. Models are run on a 40 km by 40 km grid. For the bottom boundary condition of the ice temperature the heat flux field of Shapiro and Ritzwoller (2004) was used. The surface temperature is corrected with a surface lapse-rate of \(-8 \degree C \, km^{-1}\). SMB: Surface Mass Balance, fd: finite difference, SIA: Shallow Ice Approximation, SSA: Shallow Shelf Approximation, PDD: Positive Degree Day, ITM: Insolation-Temperature Melt, BG03: Beckmann and Goosse (2003).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>AISM-VUB</th>
<th>ANICE</th>
<th>PISM</th>
<th>Model name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numerical methods</td>
<td>3-D thermo-mechanic, fd</td>
<td>3-D thermo-mechanic, fd</td>
<td>3-D thermo-mechanic, fd</td>
<td>3-D thermo-mechanic, fd</td>
</tr>
<tr>
<td></td>
<td>SIA, SSA</td>
<td>SIA + SSA for floating</td>
<td>SIA + SSA for floating</td>
<td>SIA, SSA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ice and sliding velocity.</td>
<td>ice and sliding velocity.</td>
<td></td>
</tr>
<tr>
<td>Treatment of the</td>
<td>no additional</td>
<td>subgrid interpolation</td>
<td>grounding line flux</td>
<td>no additional</td>
</tr>
<tr>
<td>Enh. factors</td>
<td>(E_{SIA} = 2, E_{SSA} = 0.9)</td>
<td>(E_{SIA} = 5, E_{SSA} = 1)</td>
<td>(E_{SIA} = 2.85, E_{SSA} = 0.7)</td>
<td>(E_{SIA} = 1, E_{SSA} = 0.3)</td>
</tr>
<tr>
<td>Time step</td>
<td>1 yr for SMB and Hi</td>
<td>Adaptive, about 0.5-2 yr for SIA and Hi, 1 month for SMB, 5 yr for SIA and temperature.</td>
<td>Adaptive, about 1-20 yr for Hi, SIA and temperature.</td>
<td>3 years for Hi, velocities and temperature.</td>
</tr>
<tr>
<td>SMB</td>
<td>PDD + refreezing, PDD factors: 8 mm (C⋅d)^{-1} for ice melt 3 mm (C⋅d)^{-1} for snow melt</td>
<td>ITM model + refreezing, GCM precipitation field is adjusted as function of temp.</td>
<td>PDD</td>
<td>8 mm (C⋅d)^{-1} for ice melt 3 mm (C⋅d)^{-1} for snow melt</td>
</tr>
<tr>
<td>Shelf-melting</td>
<td>BG03 heat flux as function of (T_{w}), vertically interpolated to ice-shelf bottom (F_{mel} = 5.2 \times 10^{-3} , m/s) for protected and 21.8 \times 10^{-3} , m/s for exposed shelves.</td>
<td>BG03 heat flux as function of (T_{w}), vertically interpolated to ice-shelf bottom (F_{mel} = 2 \times 10^{-3} , m/s), plus exposed shelf melt of 3 m/yr and open ocean melt rate of 5 m/yr.</td>
<td>BG03 heat flux as function of (T_{w}), vertically interpolated to ice-shelf bottom. (F_{mel} = 5 \times 10^{-3} , m/s) with additional factor K=3</td>
<td>BG03 heat flux as function of (T_{w}), vertically interpolated to ice-shelf bottom. (F_{mel} = 11 \times 10^{-3} , m/s)</td>
</tr>
<tr>
<td>Basal Sliding</td>
<td>Weertman sliding</td>
<td>Mohr-Coulomb plastic law with basal stress included in SSSA.</td>
<td>Weertman sliding sliding coefficient tuned.</td>
<td>Weertman sliding with sub-melt sliding.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thoma et al. (2014)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sato and Greve (2012)</td>
</tr>
</tbody>
</table>
Table 4. Contribution to the mean sea level (m) for all simulations relative to the initial PD ice sheet using Bedmap1 (B1) and Bedmap2 (B2). Contributions are calculated with a constant ocean area of $3.62 \times 10^{14}$ m$^2$ using only grounded ice above flotation and corrected for changes in bedrock elevation (see text for details). Differences for the three Pliocene experiments with Control$_{HadCM3}$ are shown in brackets.

<table>
<thead>
<tr>
<th>ISM</th>
<th>Ctrl$_{HadCM3}$</th>
<th>Ctrl$_{Obs}$</th>
<th>Pliocene$_{Ice-PD}$</th>
<th>Pliocene$_{Ice-PRISM3}$</th>
<th>Pliocene$_{PD-Ant}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AISM (B1)</td>
<td>-4.91</td>
<td>-1.06</td>
<td>-3.45 (1.47)</td>
<td>0.25 (5.16)</td>
<td>-5.17 (-0.25)</td>
</tr>
<tr>
<td>ANICE (B1)</td>
<td>-2.85</td>
<td>1.79</td>
<td>0.54 (3.39)</td>
<td>6.05 (8.89)</td>
<td>-8.78 (-5.94)</td>
</tr>
<tr>
<td>PISM (B1)</td>
<td>-5.12</td>
<td>2.38</td>
<td>3.00 (8.12)</td>
<td>8.02 (13.14)</td>
<td>n.a.</td>
</tr>
<tr>
<td>PSU-ISM (B1)</td>
<td>-7.26</td>
<td>-0.46</td>
<td>-7.97 (-0.71)</td>
<td>0.35 (7.62)</td>
<td>-12.36 (-5.10)</td>
</tr>
<tr>
<td>RIMBAY (B1)</td>
<td>-0.80</td>
<td>2.08</td>
<td>-12.61 (-11.82)</td>
<td>6.06 (6.86)</td>
<td>-6.13 (-5.34)</td>
</tr>
<tr>
<td>SICOPOLIS (B1)</td>
<td>1.54</td>
<td>6.08</td>
<td>0.82 (-0.72)</td>
<td>5.29 (3.75)</td>
<td>-0.39 (-1.93)</td>
</tr>
<tr>
<td>AISM (B2)</td>
<td>-0.73</td>
<td>4.19</td>
<td>-2.45 (-1.72)</td>
<td>7.69 (8.42)</td>
<td>-1.15 (-0.42)</td>
</tr>
<tr>
<td>ANICE (B2)</td>
<td>3.86</td>
<td>9.00</td>
<td>6.01 (2.15)</td>
<td>11.51 (7.66)</td>
<td>0.54 (-3.32)</td>
</tr>
<tr>
<td>PISM (B2)</td>
<td>5.66</td>
<td>9.96</td>
<td>8.55 (2.90)</td>
<td>15.37 (9.71)</td>
<td>n.a.</td>
</tr>
<tr>
<td>PSU-ISM (B2)</td>
<td>-3.44</td>
<td>2.04</td>
<td>-6.85 (-3.41)</td>
<td>4.52 (7.96)</td>
<td>-5.95 (-2.51)</td>
</tr>
<tr>
<td>RIMBAY (B2)</td>
<td>1.62</td>
<td>3.81</td>
<td>-10.18 (-11.80)</td>
<td>12.67 (11.05)</td>
<td>n.a.</td>
</tr>
<tr>
<td>SICOPOLIS (B2)</td>
<td>-0.30</td>
<td>3.84</td>
<td>0.22 (0.52)</td>
<td>13.48 (13.79)</td>
<td>0.05 (0.35)</td>
</tr>
</tbody>
</table>
Fig. 1. Yearly mean climatology of the three different climate forcing used (see Table 1). Top panels shows results from a pre-industrial run of HadCM3. Middle panels is ERA-40 (1971-2000 reanalysis) (Uppala et al., 2005) and ocean temperatures from the WOD-09 data set (Boyer et al., 2009). Bottom panels illustrate the Pliocene HadCM3 run with full PRISM3 boundary conditions (Haywood et al., 2011). From left to right, surface-air temperature in °C, Precipitation in m yr\(^{-1}\) water equivalent, sea surface temperatures and temperatures at the bottom of the PD ice shelves in °C and surface topography in the climate model in m. The black line in all panels represents the Bedmap1 outline of the grounding line.
Fig. 2. Modelled grounded ice volume over 100 kyr with Bedmap1. a) The Control$_{HadCM3}$ simulation, with HadCM3 pre-industrial climate forcing. b) The Control$_{Obs}$ simulation, with ERA-40/WOD09 climate forcing. c) The Pliocene$_{Ice−PD}$ simulation, with HadCM3 Pliocene climate forcing and an initial PD ice sheet. d) The Pliocene$_{Ice−PRISM3}$ simulation, with HadCM3 Pliocene climate forcing and the initial PRISM3 ice sheet. The horizontal dashed lines indicate the PD and Pliocene grounded ice volume of the Bedmap1 ice-sheet topographies.
Fig. 3. Ice surface topography and thickness of the ice shelves for the Control$_{HadCM3}$ simulation, with HadCM3 climate forcing. a) Initial ice sheet from Bedmap1, b) AISM, c) ANICE, d) PISM, e) PSU-ISM, f) RIMBAY, g) SICOPOLIS.
Fig. 4. a) Final grounded ice volume \((10^6 \text{ km}^3)\) and b) final grounded ice area \((10^6 \text{ km}^2)\) for the control simulations with Bedmap1. Control\(_{HadCM3}\) in red, Control\(_{Obs}\) in green. The horizontal dashed lines indicate the PD and Pliocene grounded ice volume and area of the initial ice-sheet topographies.
Fig. 5. Ice surface topography and thickness of the ice shelves for the Pliocene\textsubscript{Ice–PD} simulation, with HadCM3 Pliocene climate forcing. a) Initial ice sheet from Bedmap1, b) AISM, c) ANICE, d) PISM, e) PSU-ISM, f) RIMBAY, g) SICOPOLIS.
Fig. 6. Ice surface topography and thickness of the ice shelves for the Pliocene PRISM3 simulation, with HadCM3 Pliocene climate forcing. a) Initial PRISM3 ice sheet with Bedmap1, b) AISM, c) ANICE, d) PISM, e) PSU-ISM, f) RIMBAY, g) SICOPOLIS.
Fig. 7. a) Final grounded ice volume ($10^6$ km$^3$) for the SIA-SSA models and b) for the SIA models with Bedmap1. b) Final grounded ice area ($10^6$ km$^2$) for the SIA-SSA models and d) for the SIA models. Control$_{HadCM3}$ in red, Pliocene$_{Ice-PD}$ in blue, Pliocene$_{Ice-PRISM3}$ in orange and Pliocene$_{PD-Ant}$ in black. The horizontal dashed lines indicate the PD and Pliocene grounded ice volume and area of the initial ice-sheet topographies.
Fig. 8. Ice surface topography and ice thickness of the ice shelves for the Pliocene PDxAnt simulations with HadAM3 Pliocene climate forcing except a modern Antarctica. All models are initialised with their own Control HadCM3 final ice-sheet (Fig. 3). Panels a-e show simulations with Bedmap1, panels f-i show simulations with Bedmap2. For all panels the colour scale is the same as in Fig. 3. a,f) AISM-VUB, b,g) ANICE, c,h) PSU-ISM, d) RIMBAY, e,i) SICOPOLIS.
Fig. 9. Median, range and coverages of grounded and floating ice thickness from the six ISM simulations with Bedmap1. From top to bottom shows the main four experiments. All six ice thickness values for all locations are sorted, the median is shown as the mean of the 3th and 4th value (in m), the range is the difference between the 6th and the 1st, divided by two and ice coverage counts if any ice is present (0: no ice, 6: all ISMs have ice). The black lines in panel a) represent the cross sections shown in Fig. 10: A - Wilkes basin, B - Lambert ice stream and C - the WAIS.
Fig. 10. Cross section through the ice sheets showing surface and bedrock topographies. Cross sections as indicated in Fig. 9. Top row shows a cross section of the Wilkes basin (A), middle panels show the Lambert ice stream (B) and bottom panels a cross section through the West Antarctic ice sheet (C). Left panels show the Control$_{HadCM3}$ simulation, the right panels for the Pliocene$_{Ice-PD}$ simulations. The colours represent the different models and match with the lines in Fig. 2, black lines indicate the PD topography (panels a,c,e) and the PRISM3 topography (panels b,d,f) of Bedmap1.
Fig. 11. Ice surface topography and ice thickness of the ice shelves for the Pliocene Ice−PRISM3 simulation with Bedmap2. a) The initial PRISM3 ice sheet topography modified for Bedmap2 (see text for details). b) AISM, c) ANICE, d) PISM, e) PSU-ISM, f) RIMBAY, g) SICOPOLIS. h) Difference between Bedmap2 and Bedmap1 bedrock topography for the PRISM3 initial ice sheet. SIA-only models; i) IcIES, j) IMAU-ICE, k) BASISM.
Fig. 12. Final grounded ice volume ($10^6$ km$^3$) and grounded ice area ($10^6$ km$^2$) for the six models. a) Grounded ice volume with Bedmap1. b) Grounded ice volume with Bedmap2. c) Grounded ice area with Bedmap1, and d) Grounded ice area with Bedmap2. Control$_{HadCM3}$ in red, Pliocene$_{Ice-PD}$ in blue and Pliocene$_{PD-Ant}$ in black. The horizontal dashed lines indicate the PD and Pliocene grounded ice volume and ice area of the initial ice-sheet topographies with Bedmap1 (a,c) and Bedmap2 (b,d).