Review of the revised paper “A macroscale mixture theory analysis of deposition and sublimation rates during heat and mass transfer in dry snow” by A. C. Hansen and W. E. Foslien.

We would like to acknowledge the authors for their answers to the first review and for their efforts to improve the quality of the manuscript. Nevertheless modifications are still required to help the reader and to avoid any misunderstandings.

1/ In order to help the reader, it could be interesting to add a nomenclature defining all the variables (Table).

We have added a nomenclature defining all variables in a section immediately preceding the references. We agree that this list of symbols is a valuable addition in the interest of clarity.

2/ In the continuity, the appellation of the variables needs to be homogenized throughout the text to help the reader to follow the development and improve the clarity of the paper. For example, all the effective properties (macroscopic properties of the snow) should be named with a variable using \( k_{\text{eff}} \). You should make sure that the terms “effective” is systematically used for effective properties (example page 22 line 11 \( k_i \) is named “thermal conductivity for snow” only), same for the apparent properties. Another example of non-homogenous appellation: page 31, line 11, \( k_s \) is called “thermal conductivity” while \( D_s \) is called “effective diffusion coefficient”.

We have gone through the paper and made all changes requested above. In particular, the thermal conductivity of snow is now consistently referred to as the “effective thermal conductivity” and is labeled as \( k_s^{\text{eff}} \). When heat transfer due to mass diffusion is combined with thermal conductivity we use the term “apparent effective thermal conductivity.” Similarly, the diffusion coefficient for snow is referred to as the “effective diffusion coefficient” and is consistently labeled as \( D_s^{\text{eff}} \). Finally, in cases where we make comparisons to equations from Calonne et al. (2014a), we have altered their notation to be consistent with that used in the present article.

3/ According to Eq (62), \( k_s \) depends on \( k_i^{\text{eff}}, k_{\text{ha}}^{\text{eff}} \), ice volume fraction and air volume fraction. It is mentioned that \( k_i^{\text{eff}} \) depends on \( k_i \) and the microstructure only (see page 17 line 22), and \( k_{\text{ha}}^{\text{eff}} \) depends on \( k_{\text{ha}} \) and the snow microstructure only (page 19 line 16 for the air phase). So according to the equation (62), the effective thermal conductivity of the snow \( k_s \) is a function of \( k_s, k_{\text{ha}}, \) volume fraction of each phase, and microstructure (tortuosity of each phase). \( k_s \) does not depend on the phase change. This definition is consistent with the result of Calonne et al 2014.

In section 4, the result given by Eq (87) is in contradiction with the above results, since a term that reflects the phase change appears in the definition of \( k_s \). Thus, the results from the microstructure models in section 4 contradict the theory developed in section 3. This point, which is an important result of the paper, must be clarified. The same remark holds for the effective diffusion coefficient \( D_s \).
Several comments are appropriate here as there is no contradiction with the results of Section 4 and the theory developed in Section 3.

To begin, aside from possible errors of algebraic manipulation, the results for the effective thermal conductivity and effectivity diffusion coefficient of the pore and lamellae microstructures are irrefutable. The equations are derived from first principles of heat and mass transfer with clearly defined microstructures. As the reviewer notes, the results show the latent heat of sublimation of ice appears in the expression for effective thermal conductivity while thermal conductivities appear in the equation for the effective diffusion coefficient.

In reference to Section 3, we do not use the words “microstructure only” regarding thermal conductivity dependence. Rather we simply state that the presence of microstructure produces an effective thermal conductivity in the constituents as opposed to a true thermal conductivity. Clearly, phase change effects are a part of the microscale heat transfer.

At first blush, it may appear that the definition of effective thermal conductivity of Calonne et al. (2014a) does not involve latent heat as the equation is given by

\[
k_{s}^{\text{eff}} = \frac{1}{|V|} \left( \int_{V_{a}} k_{a} \left( \text{grad} \ t_{a} + I \right) \ dV + \int_{V_{i}} k_{i} \left( \text{grad} \ t_{i} + I \right) \ dV \right).
\]

In reality, latent heat transfer is present in the effective thermal conductivity as defined above as it influences the local fluctuation of temperature defined by \( t_{a} \) and \( t_{i} \), respectively. However, Calonne et al. (2014a), and others, have chosen to neglect this effect. For example, quoting from Calonne et al. (2011), (Numerical and experimental investigations of the effective thermal conductivity of snow): “Neglecting convection, phase change, and under steady state conditions, heat transfers at the microscopic scale are described by:” [emphasis added].

In contrast to the above approach of Calonne et al. (2014a), Christon (1994) solves the fully coupled heat and mass transfer problem on the microscale. The presence of latent heat due to phase change is readily apparent in the governing equations. In brief, phase change effects are, indeed, present in either approach outlined in Section 3 or Section 4. Whether or not they are neglected is another matter.

An obvious follow-on question is how important is term involving the latent heat of sublimation of ice in Foslien’s equations for \( k_{s}^{\text{eff}} \) and \( D_{s}^{\text{eff}} \) as presented in Section 4. In the case of our thermal conductivity predictions shown in Fig. 4, we ran our analysis with \( u_{sg} = 0 \) and found no change in the results. Hence, neglecting this term would produce the same results and further be consistent with the assumptions of Calonne et al. (2014a).

Of course, one cannot simply set \( u_{sg} = 0 \) in general as this term is necessary to model heat transfer due to diffusion. Figure 8 clearly shows situations where heat transfer due to diffusion is important.
Other minor comments:

Page 11, line 11: “Albert and McGilvary (1992) incorporated the effects of mass diffusion in a heat and mass transfer analysis of snow centered on natural convection and the phenomenon known as wind pumping.”

Albert and McGilvary (1992) investigated the air advection (forced convection), which refers to the air flow through the pore spaces of snow caused by windy conditions close to the snow surface, and which is often called the “wind-pumping effect”. They do not study the natural convection, which refers to the convection due to air density gradients.

Please modify the above sentence accordingly.

We have altered the statement using the suggestions provided. We regret the inappropriate use of the term “natural” here.

Page 11, line 13: “The equations developed involve a velocity of the humid air and conditions where the vapor density is not saturated.” This sentence is rather vague.

In the work of Albert and McGilvary (1992), the vapor density at a given location may change in time due to advection of vapor by the air flow, diffusion of vapor by vapor-density gradients and generation or dissipation of vapor by the source term.

Depending on these processes, the air in the snow can be locally supersaturated, saturated or unsaturated with vapor.

You should be more precise about the vapor conditions used by Albert and McGilvary (1992).

We have modified our statement slightly although we believe our original description was reasonable. Quoting from the abstract of Albert and McGilvary, “A new method for calculating vapor transport in snow is presented which allows for the determination of the effects of sublimation. In this method, the snow is not assumed to be saturated with water vapor.” Our revised statement reflects this comment.

The important point we tried to bring out is that the work of Albert and McGilvary is not relevant to the current work. They have a humid air velocity and allow for unsaturated water vapor conditions. We have no humid air velocity and further enforce saturated water vapor conditions at all times.

Page 11, line 16: As you explained that you neglect the natural convection, you could write that the forced convection is also not studied in your paper.

As noted above, the term “natural” was improperly used and has been eliminated. We simply say convection is not considered.

Page 37, line 11: a space is missing before “Pinzer”.

Corrected—thank you.

Page 45, line 7: in the citation of Löwe et al 2013: “Richei” → “Riche”.
Review of *A macroscale mixture theory analysis of deposition and sublimation rates during heat and mass transfer in dry snow* by Hansen and Foslien

General comments

The paper has significantly improved upon revision and my previous comments were taken largely into account. I greatly appreciate the inclusion of the discussion of the diffusion enhancement which adds to the general awareness of that subtle issue.

Regarding my provocative comment “yet another mixture theory paper with another set....”, this was indeed not meant to be disrespectful, and hopefully not perceived in such a way. It just reflects my opinion that people will have difficulties in assessing the main achievements of the present work and sorting it into the context. This is confirmed also by discussions I had with co-workers from operational snowpack modeling about the paper. Along these lines it is worth to point out that the author’s rebuttal comment “operational models have been replaced by the impressive direct numerical modeling” does by no means reflect present activities in the community. I think there would have been an opportunity to increase the impact of the paper if differences or similarities to operational models were addressed. Anyway, this is however not crucial for the acceptance of the paper. However two points should be revised before accepting the paper for publication in TC.

- Remarks added to the summary are misleading. The present theory is manifestly driven exclusively by temperature (and temperature gradients) alone since deposition and sublimation (eq 72) at any time can be fully computed from the temperature boundary conditions, as exemplified in (Sec.6.2) for time dependent Dirichlet conditions. Hence the paragraphs (p41, l24–p42,l8) vs (p41, l24–p42,l8) contrasting these aspects is in my opinion misleading/wrong. The difference rather lies in the latent heat. From my point of view, the mentioned comparison between Fig 15 and Fig 16 rather suggests a paragraph like this (or similar)

  *The present model accounts for latent heat and thereby includes a feedback of the (vapor) mass conservation equation on the energy equation. If vapor conservation is simplified under the assumption of local equilibrium (saturation), this feedback manifests itself by a vapor transport term in the thermal conductivity (eq 74) and thereby in the temperature \( \theta \) (eq 73) which in turn affects the sublimation and deposition rates via eq 72. As a consequence, the “simple” temperature profiles near the surface (Fig. 15) may lead to rather complex sublimation and deposition profiles*
in the same region (fig 16). This is caused by two-way coupling of heat and mass, for which deposition and sublimation cannot be directly inferred from temperature alone.

We agree entirely with the above comments as they apply to the macroscale. However, our entire discussion of this subject was directed toward the microscale, represented by a single point in the macroscale continuum. In this context, we believe our remarks are entirely correct. To clarify our discussion relates to the microscale, we have inserted the acronym “RVE” in several places and further italicized the word microscale in one place.

The important message that we are trying to deliver is that given an applied temperature gradient at a point in a snowpack, the mixture theory shows both condensation and/or sublimation are possible. However, a current microscale modeling of an RVE cannot predict this divergent behavior as the results are driven by the temperature gradient alone through temperature specific boundary conditions.

The discussion of this point in relation to Fig 15,16 would also relate to Calonne 2014a, last sentence 13401: “This error is enhanced for the large temperature gradients. In conclusion, the effect of phases changes at the macro scale should be taken into account via QT and Qv for a better precision, and especially when snow experiences large temperature gradients” which would add to the impact of latent heat discussed in p38,l5-10 (low density snow). Its the combination of temperature (gradients) and density which renders latent heat (and the feedback of vapor transport and recrystallization on the heat equation) important or unimportant. Text passages which are also a bit ambiguous in this respect and affected by this issue:

– (p42,l18) its not a decoupling it is in fact a more complex coupling/feedback in the sense given above.
– p2,l13-15
– p3,l7-13

We changed the word “decoupling” to “divergent behavior.” Heat and mass transfer are clearly coupled as noted by the reviewer.

In our analysis of the important factors regarding the influence of latent heat transfer and mass transfer, we agree that density is in important factor. Further, while large temperature gradients may have an effect on deposition/sublimation, our findings suggest that temperature may be more important than temperature gradient. We refer the reviewer to Figure 8 showing the significant influence of temperature on the energy flux due to mass diffusion.

In fact, I would be very interested in a reference simulation (equivalent to Fig 16) for which latent heat is simply set to zero, i.e. \( u_{sg} = 0 \) (if not included in the paper I would be really glad to maybe receive such a comparison via private communication)

We ran the analysis with \( u_{sg} = 0 \) as suggested and found only small changes near the surface in the
deposition/sublimation and those occurred at the higher temperatures, consistent with our comments above. We would expect larger changes for higher temperatures (closer to freezing) as the range for Figure 16 is 243K to 263K.

We would be pleased to provide the reviewer with our code. It is very user friendly and would afford the opportunity to investigate all kinds of interesting test cases.

Contact: hansen@uwyo.edu

• Diffusion enhancement needs some clarification. As said before, I appreciate that the issue has been included here (p33,l11-p37,l22) since it has not been addressed before in relation to a homogenization method. Unfortunately the main messages are not clear to me from the paragraph.

  – What is the connection of $D_s$ (eq 88) to $D_{eff}$ from Calonne (eq 89)? The paragraph (p35,l22) sounds to me as if $D_{eff}$ from Calonne is giving the same value for both model microstructures (lamellae and pore) while $D_s$ from eq 88 is giving different things. The latter (reflected by the statements in p35,l15 and p36,l11-94) is clear. But is it also clear that $D_{eff}$ from Calonne is not able to distinguish both microstructures and thereby giving the same dependence on pore volume fraction?

To begin, we have significantly improved the notation of the article for clarity. In doing so, we altered the variable names used by Calonne et al. (2014) to be consistent with our paper.

  – I don’t understand (p37,l3-8) as a possibility to relate both models. What are the quantities which are supposed to be compared?

We hope this point has been clarified with our current draft using consistent notation. In brief, for the lamellae microstructure, we are comparing results of Calonne et al. (2014a) showing:

$$D_{l_{am\ eff}}^\phi_{ha} D_{a\ eff}$$

whereas the results of Foslien (1994) produce

$$D_{l_{am\ eff}} = D_{a\ eff} / \phi_{ha} .$$

While the calculation of $D_{a\ eff}$ may produce slightly different results for Calonne and Foslien, for this simple microstructure, $D_{a\ eff}$ must be reasonably close to the binary diffusion coefficient of water vapor in air. This feature is readily verified in the case of Foslien’s work as the analytical expression is available.

The above results show that if we scale Foslien’s lamellae results by $\phi_{ha}^2$ and combine this result
with the pore microstructure using the original volume fraction weighting for snow, one might expect behavior of Foslien’s expression of $D_{s}^{\text{eff}}$ to be similar to Calonne et al. (2014). That is the green line shown in Figure 7.

To be clear, we do not believe the modified prediction of Foslien shown by the green line prediction in Figure 7 is a correct estimate of the normalized effective diffusion coefficient as we stand by our original prediction shown in blue. We were only attempting to show a possible cause for differences with the predictions of Calonne et al. (2014) as we were asked to comment on these results in a previous review.

- What is considered to be the modified Foslien model? The green line in Fig 7 is just the function $f(\rho) = (\gamma_i - \rho)/\gamma_i$ (in the notation of the paper). Where does it come from?

If one scales the lamellae microstructure results for the effective diffusion of Foslien by $\phi_{\text{ha}}^2$ and adds the pore microstructure results (with consistent volume fraction weighting for the snow model), the result is, to a first order approximation,

$$f(\rho) = \phi_{\text{ha}}(\rho).$$

Again, we do not believe the curve described above is a meaningful representation of the normalized effective diffusion coefficient.

Henning Lőwe

Specific comments

p10,l17: “the present work does not involve momentum balance” in contrast to eq 22 where the momentum balance is explicitly written down, in addition to the section (3.3) entitled “Momentum balance” noting that it is not further considered. Why not just abandon it completely?

One could, indeed, leave out momentum balance as far as the results of the present paper are concerned. However, when we first started this work back in the 1990s, our intent was to find a nice application for the volume fraction mixture theory. We hope that other researchers might investigate the use of this theory in other mixture theory applications. Hence, we felt the need to place momentum balance in the paper for completeness. In a sense, the paper has two themes; i) heat and mass transfer in snow, and ii) use of a volume fraction mixture theory.

references: Lowe, H.R. → Lőwe, H.; Richei → Riche; Morlandr → Morland (2×) and some other typos...

We have corrected the misspelling of names in addition to correcting other typos we have found. Our apologies on the name misspellings as we are sensitive to this matter. In the case of Lőwe,
we were aware of the misspelling as Lowe in our last revision and repeatedly tried to correct it. We attribute our failure to do so to LaTeX naivety. Again, our apologies.
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Abstract

The microstructure of a dry alpine snowpack is a dynamic environment where microstructural evolution is driven by seasonal density profiles and weather conditions. Notably, temperature gradients on the order of $10–20 \text{K m}^{-1}$, or larger, are known to produce a faceted snow microstructure exhibiting little strength. However, while strong temperature gradients are widely accepted as the primary driver for kinetic growth, they do not fully account for the range of experimental observations. An additional factor influencing snow metamorphism is believed to be the rate of mass transfer at the macroscale.

We develop a mixture theory capable of predicting macroscale deposition and/or sublimation in a snow cover under temperature gradient conditions. Temperature gradients and mass exchange are tracked over periods ranging from 1 to 10 days. Interesting heat and mass transfer behavior is observed near the ground, near the surface, as well as immediately above and below dense ice crusts. Information about deposition (condensation) and sublimation rates may help explain snow metamorphism phenomena that cannot be accounted for by temperature gradients alone.

The macroscale heat and mass transfer analysis requires accurate representations of the effective thermal conductivity and the effective mass diffusion coefficient for snow. We develop analytical models for these parameters based on first principles at the microscale. The expressions derived contain no empirical adjustments, and further, provide self consistent values for effective thermal conductivity and the effective diffusion coefficient for the limiting cases of air and solid ice. The predicted values for these macroscale material parameters are also in excellent agreement with numerical results based on microscale finite element analyses of representative volume elements generated from X-ray tomography.

1 Introduction

The thermodynamically active nature of snow, coupled with unusual high porosities, poses significant challenges to modeling heat and mass transfer in a snow cover. A primary driver
in much of the research on this subject has been efforts to explain the evolving microstructure of snow that often occurs in a matter of hours or days. Notably, snow metamorphism, induced by strong temperature gradients in a snow cover, is known to produce a highly faceted microstructure, the presence of which results in extremely weak layers in a snow cover. Weak layers have been observed near the ground, near the surface, as well as above and below dense layers (e.g., ice crusts) within a snow cover.

While strong temperature gradients are widely accepted as the primary driver in temperature gradient metamorphism (TGM), they do not fully account for the range of experimental observations. For instance, slightly faceted crystal growth has been observed at low temperature gradient (3 K m$^{-1}$) where rounded grains from sintering have normally been observed (Flin and Brzoska, 2008). In contrast, Pinzer and Schneebeli (2009) note that rounded grain forms have been observed in surface layers subjected to alternating temperature gradients of opposite direction.

An additional factor influencing snow metamorphism is believed to be the rate of mass transfer at the macroscale. The influence of mass transfer at the macroscale is often neglected for the simple fact that deposition (condensation) and sublimation rates caused by vapor diffusion and phase changes are not known in a typical macroscale analysis. Vapor diffusion and the associated phase changes at the macroscale pose modeling challenges in that it forces the macroscopic analysis toward a mixture theory where the ice and humid air constituents retain their identity. Mixture theory itself is a subject that has yet to fully mature and many open questions remain.

Implementing a macroscopic continuum mixture theory to elucidate the coupled heat and mass transfer phenomena occurring in snow is the central focus of this paper. We study the effects of mass transfer near the ground, near the surface including diurnal temperature effects, as well as adjacent to an ice crust within the snow cover. Heat and mass transfer rates are tracked over several different time periods ranging up to 10 days.

The mixture theory analysis developed here-in requires an accurate assessment of macroscopic properties for effective thermal conductivity and the effective mass diffusion coefficient for snow. Determining these parameters requires an analysis of heat and mass
transfer at the microscale. A major challenge in microstructural studies of snow metamorphism is the extremely complex three-dimensional structure of the ice phase.

Historically, generating an accurate geometric representation of the microstructure of snow and further connecting it to a subsequent heat and mass transfer analysis was simply not possible. However, in the last two decades, the use of X-ray computed tomography has profoundly altered experimental and theoretical research for snow at the microstructural level. Not only can one accurately capture the true 3-D snow microstructure, the evolution of the microstructure may be monitored in real time as metamorphism occurs. Furthermore, finite element analysis may be coupled to experimentally produced 3-D microstructures to model heat and mass transfer at the local scale.

High fidelity microscale numerical models, coupled with X-ray computer tomography, have been utilized by Riche and Schneebeli (2013) and Calonne et al. (2011) for predictions of macroscale effective thermal conductivity. Pinzer et al. (2012) and Flin and Brzoska (2008) used finite element analysis with X-ray tomography to address vapor diffusion. Evolution of the snow microstructure and determining an effective diffusion coefficient for snow are among their notable contributions.

Finite element predictions based on computer generated X-ray tomography snow structures provide an excellent foundation for determining material properties for effective thermal conductivity and the effective diffusion coefficient for snow. However, instead of utilizing finite element micromechanics to generate macroscale material properties, we rely on an interesting mathematical model developed by Foslien (1994). The analytical model produces results for effective thermal conductivity and the effective diffusion coefficient for snow that are in remarkable agreement with the finite element predictions cited above. The model also accounts for effective thermal conductivity and effective diffusion coefficient properties over the entire range of densities and temperatures possible for snow. The strong correlation of thermal conductivity and diffusion coefficient for the analytical model material properties compared with results from microscale finite element analyses of snow lends confidence to using material parameters based on the model of Foslien analytical model in the macroscopic mixture theory analysis developed here-in.
2 Reflections on geometric scales: microscale vs. macroscale variables

The critical heat and mass transfer mechanisms for snow metamorphism play out at two distinctly different geometric and time scales. At the microscale (on the order of millimeters) snow exhibits an extremely complex and evolving microstructure consisting of ice grains and humid air. At the macroscale, the geometric scale of interest is associated with the depth of the snow cover—typically on the order of meters. Macroscopic variables of interest include density, temperature, temperature gradient, as well as the mass flux of water vapor and the resulting deposition and sublimation that will occur within a snow cover. These macroscopic variables are fundamental drivers for snow structure evolution occurring at the microscale, thereby coupling local phenomena driving snow metamorphism with macroscale heat and mass transfer.

When developing a theory that transcends multiple geometric scales, attention must be paid to the transition from the microscale to the macroscale, commonly referred to as homogenization. An implicit requirement necessary for homogenization in an upscale process is appropriate separation of scales, both from a geometric and physical viewpoint. Auriault et al. (2009) provide extensive discussion of necessary conditions required for separation of scales, all of which are satisfied for the present work.

A notable aspect of the present homogenization process is that a mixture theory is introduced by defining snow at the macroscale to be a mixture composed of an ice constituent and a humid air constituent. The constituent variables may, in turn, be appropriately averaged to obtain the macroscale snow field variables. Allowing the constituents to retain their identity provides a vehicle to study mass transfer due to condensation and sublimation at the macroscale.

As a means of formalizing an upscaling process for snow, the concept of a representative volume element (RVE) is introduced. The RVE must be of sufficient size such that volume averages of the constituent variables do not change as the volume is increased.

Given an RVE, let $\phi_\alpha$ denote the volume fraction of constituent $\alpha$. The mixture constituents are immiscible and the constituent volume fractions are space filling, leading to
the relation

\[ \phi_i + \phi_{\text{ha}} = 1, \quad (1) \]

where subscripts (i) and (ha) denote the ice and humid air constituents, respectively.

The density of snow, \( \rho \), is defined by the volume average of the local (microscale) density field, \( \gamma_m(x) \), that varies throughout the RVE, i.e.,

\[ \rho = \frac{1}{V} \int \gamma_m(x) \, dV, \quad (2) \]

where, for clarity, the local density may be expressed as

\[ \gamma_m(x) = \gamma_i \chi_i(x) + \gamma_{\text{ha}} \left( 1 - \chi_i(x) \right), \quad (3) \]

in terms of the indicator function \( \chi_i(x) \) of the ice phase. The subscript (m) on the local density field is used to emphasize that the variable is defined at the microscale.

In the case of a mixture, the integral of Eq. (2) may be broken into an ice domain and a humid air domain as

\[ \rho = \frac{1}{V_i} \int_{V_i} \gamma_m(x) \, dV + \frac{1}{V_{\text{ha}}} \int_{V_{\text{ha}}} \gamma_m(x) \, dV. \quad (4) \]

Moreover, the following macroscale constituent densities are introduced as

\[ \gamma_i = \frac{1}{V_i} \int_{V_i} \gamma_m(x) \, dV, \quad (5) \]
and
\[ \gamma_{ha} = \frac{1}{V_{ha}} \int_{V_{ha}} \gamma_m(x) \, dV. \] (6)

Noting Eqs. (4)–(6) leads to a volume average expression for the density of snow given by
\[ \rho = \phi_i \gamma_i + \phi_{ha} \gamma_{ha}. \] (7)

We emphasize that the mixture formulation is defined entirely at the macroscale. Hence, all variables in Eq. (7) represent macroscale quantities.

Following Özdemir et al. (2008), heat transfer properties are introduced into the micro-macro upscaling process by defining the macroscopic heat capacity as
\[ (\rho C^V) = \frac{1}{V} \int_{V} \gamma_m(C^V)_m \, dV, \] (8)

where \( C^V \) is the specific heat at constant volume. This equation provides a definition for the specific heat of snow yielding consistent values of heat capacity at both scales. Following the same development as for the density of snow leads to the relation
\[ (\rho C^V) = \phi_i (\gamma_i C_i^V) + \phi_{ha} (\gamma_{ha} C_{ha}^V), \] (9)

where the heat capacity for constituent \( \alpha \) is given by
\[ (\gamma_\alpha C_\alpha^V) = \frac{1}{V_\alpha} \int_{V_\alpha} \gamma_m(C^V)_m \, dV. \] (10)

Özdemir et al. (2008) further enforces consistency of the stored heat at the microscale and macroscale through the relation
\[ (\rho C^V) \theta = \frac{1}{V} \int_{V} \gamma_m(C^V)_m \theta_m \, dV, \] (11)
where $\theta_m$ and $\theta$ represent the local temperature and macroscale temperature, respectively. Again, the integral of Eq. (11) may be separated into an ice constituent and a humid air constituent as

$$
(\rho C^V) = \phi_i \left( \frac{1}{V_i} \int \gamma_m (C^V)_m \theta_m dV \right) + \phi_{ha} \left( \frac{1}{V_{ha}} \int \gamma_m (C^V)_m \theta_m dV \right). \tag{12}
$$

Constituent temperatures, $\theta_i$ and $\theta_{ha}$, are introduced through the relations

$$
\gamma_i C^V_i \theta_i = \frac{1}{V_i} \int \gamma_m (C^V)_m \theta_m dV, \tag{13}
$$

and

$$
\gamma_{ha} C^V_{ha} \theta_{ha} = \frac{1}{V_{ha}} \int \gamma_m (C^V)_m \theta_m dV. \tag{14}
$$

The heat capacity is heterogeneous at the microscale but homogeneous in the ice phase, leading to a volume average temperature for ice given by

$$
\theta_i = \frac{1}{V_i} \int \theta_m dV. \tag{15}
$$

For the range of temperatures of interest, the mass fraction of water vapor in dry air is on the order of $10^{-3}$. Hence, the thermal properties of the humid air may be taken to be those of dry air and the heat capacity of dry air is constant for the temperature variations seen at the microscale. This condition leads to a volume average definition for the temperature of the humid air constituent given by

$$
\theta_{ha} = \frac{1}{V_{ha}} \int \theta_m dV. \tag{16}
$$
The temperature of snow may be determined from

\[
(pC^V)\theta = \phi_i (\gamma_i C^V_i) \theta_i + \phi_{ha} (\gamma_{ha} C^V_{ha}) \theta_{ha}.
\]  (17)

Hence, the temperature of snow does not follow the constituent volume averaging found for the heat capacity (Eq. 9) and the density (Eq. 4) but rather is based on a volume average weighted by the constituent heat capacities.

The temperature gradient at the *microscale* is a critical parameter driving temperature gradient metamorphism. To this end, volume averaged temperature gradients for the ice and humid air constituents are introduced as

\[
\nabla \theta_i \text{ ice temperature gradient, and}
\]

\[
\nabla \theta_{ha} \text{ humid air temperature gradient,}
\]

where, for example,

\[
\nabla \theta_i = \frac{1}{V_i} \int \nabla_x \theta_m(x) \, dV.
\]  (18)

The subscript \(x\) on the gradient operator in Eq. (18) is used to emphasize the gradient applies at the microscale.

Given appropriate boundary conditions for the RVE, the macroscale temperature gradient for snow satisfies the volume weighted averaging:

\[
\nabla \theta = \phi_i \nabla \theta_i + \phi_{ha} \nabla \theta_{ha}.
\]  (19)

Özdemir et al. (2008) develop the specific boundary conditions for the RVE that are necessary to satisfy Eq. (19). These boundary conditions are precisely the ones used by Pinzer et al. (2012) and Riche and Schneebeli (2013) in their finite element analyses of heat and mass transfer at the microscale.
Finally, it is extremely important to recognize differences in behavior between local (microscale) temperature gradients and the volumed averaged macroscale temperature gradient. For instance, Pinzer et al. (2012) provide a figure of the local temperature gradients in an RVE for an applied macroscale temperature gradient of 50 K m\(^{-1}\). The color bar for the microscale temperature gradient indicates local values of the temperature gradient are as high as 300 K m\(^{-1}\). The high local values of the temperature gradient compared to the macroscopic temperature gradient must be kept in mind when interpreting macroscopic results, as it is the local temperature gradients that drive metamorphism. Hence, when macroscale temperature gradients are presented as computed by the mixture theory analysis, it is not unreasonable to assume the microscale temperature gradients may be an order of magnitude higher in some areas of the RVE.

3 A mixture theory model for macroscale heat and mass transfer

The common phase changes occurring in snow have motivated several studies using variants of mixture theories. Morland et al. (1990) and Bader and Weilenmann (1992) developed a 4 constituent mixture theory for snow where one of the constituents was water. Phenomena such as percolation, melting, and freezing are addressed, and momentum balance plays a significant role in the work. The present work does not involve momentum balance, nor does it allow for a water constituent.

Gray and Morland (1994) developed a mixture theory for dry snow based on constituents of ice and dry air. Their work is in sharp contrast to the present study where water vapor is a critical component of the development. Indeed, the emphasis of the present work is the prediction of deposition and/or sublimation of water vapor at the macroscale.

Adams and Brown (1990) studied heat and mass transfer in snow using a classical form of mixture theory where water vapor was included. Their work focused on non-equilibrium conditions of the constituents whereas the present work is based on equilibrium of constituent temperatures and a saturated vapor density. Equilibrium versus non-equilibrium conditions amounts to a focus on different time scales.
Aside from the different areas of emphasis in the study of phase change phenomena in snow, the mixture theories cited are based on a classical theory of mixtures whereas the present work is largely based on a volume fraction mixture theory (Hansen et al. (1991)). The volume fraction theory produces the same balance equations found in the classical developments of mixture theory. However, the summed constituent balance equations are not forced to reduce to those of a single continuum except for the special case of a nondiffusing mixture. As a result of relaxing this constraint, the physical definitions of mixture variables as well as the constraints on mass, momentum, and energy interaction terms assume more appealing forms. We rely on the physical arguments of Sect. 2 to define mixture quantities of interest.

Albert and McGilvary (1992) incorporated the effects of mass diffusion in a heat and mass transfer analysis of snow centered on natural convection and the forced convection caused by windy conditions close to the snow surface, a phenomenon known as wind pumping wind-pumping. The equations developed involve a velocity of the humid air and conditions where the vapor density is not saturated snow is not assumed to be saturated with water vapor. These conditions only occur in snow under extreme circumstances.

Foslien (1994) performed a dimensional analysis of the conditions needed for natural convection and showed the Rayleigh number for typical snow conditions was 1–2 orders of magnitude below what is needed for the onset of natural convection. As a consequence, natural convection is not considered and the present paper develops a theory with no air velocity, and further, a saturated vapor density.

The work of Calonne et al. (2014a) is perhaps the most closely related to the present work in that they developed the governing equations for macroscopic heat and water vapor transfer in dry snow by homogenization involving a multiscale expansion. We draw comparisons of their work for the governing macroscale equations as well as the expressions for effective thermal conductivity and the effective diffusion coefficient in snow.

A unique aspect of the present approach is that analytical models, grounded in first principles at the microscale, are developed for the effective thermal conductivity and the effective diffusion coefficient in snow. By starting at the microscale, albeit with idealized microstruc-
tures, we are afforded the advantage of using the true thermal conductivities of ice ($k_i$) and humid air ($k_{ha}$) as well as the known diffusion coefficient of water vapor in air ($D_{v-a}$). The resulting models for the effective thermal conductivity of snow and the effective diffusion coefficient for snow contain no empirical adjustments and are in remarkable agreement with high fidelity numerical predictions of these parameters based on snow microstructures obtained from X-ray tomography. The models also generate an analytical description of the separation of heat transfer due to mass diffusion and heat transfer due to conduction.

Consistent with the discussion on homogenization, we consider snow at the macroscale to be a two-constituent mixture consisting of ice and humid air. The humid air itself is treated as a mixture of water vapor and air. A schematic of the mixture theory analysis is shown in Fig. ??.

For the temperatures and pressures encountered in snow, the humid air may be treated as a mixture of two ideal gases where each gas occupies the same volume, i.e.,

$$\phi_{ha} = \phi_v = \phi_a,$$

where subscripts (v) and (a) represent water vapor and dry air, respectively. An important consequence of representing the humid air as a mixture of ideal gases is that both the water vapor and the air behave as though the other gas is not present, thereby greatly simplifying the analysis and allowing one to draw on classical results for ideal gases.

The balance equations for mass, momentum, and energy for a constituent, $\alpha$, are given by (Hansen (1989), Hansen et al. (1991))

**Mass balance**

$$\frac{\partial \rho_{\alpha}}{\partial t} + \nabla \cdot (\rho_{\alpha} \mathbf{v}_{\alpha}) = \hat{c}_{\alpha},$$

**Momentum balance**

$$\rho_{\alpha} \mathbf{a}_{\alpha} = \nabla \cdot \mathbf{T}_{\alpha} + \rho_{\alpha} \mathbf{g} + \hat{p}_{\alpha},$$

**Energy balance**

$$\rho_{\alpha} \mathbf{u}_{\alpha} = tr(\mathbf{T}_{\alpha} \cdot \mathbf{L}_{\alpha}) + \rho_{\alpha} \mathbf{r}_{\alpha} - \nabla \cdot \mathbf{q}_{\alpha} + \hat{e}_{\alpha}.$$
In the above, $v_\alpha$ and $a_\alpha$ represent the velocity and acceleration of constituent $\alpha$, respectively, while $L_\alpha$ represents the velocity gradient; $u_\alpha$ is the internal energy, $r_\alpha$ is the heat supply (notably radiation), and $g$ is the gravity vector. The dispersed density of constituent $\alpha$ is denoted by $\rho_\alpha$ and is related to the true density, $\gamma_\alpha$, as

$$\rho_\alpha = \phi_\alpha \gamma_\alpha. \quad (24)$$

Whereas the volume fraction, $\phi_\alpha$, appears explicitly in the definition of the dispersed density, $\rho_\alpha$, the partial stress, $T_\alpha$, and the energy flux, $q_\alpha$, are implicitly scaled by the volume fraction. Finally, $\hat{c}_\alpha$, $\hat{p}_\alpha$, and $\hat{e}_\alpha$ represent mass, momentum, and energy supply terms that arise from interactions between constituents. Following Hansen et al. (1991), the mixture theory supply terms satisfy the appealing restrictions

$$\sum_\alpha \hat{c}_\alpha = 0, \quad (25)$$

$$\sum_\alpha \hat{p}_\alpha = 0, \quad (26)$$

and

$$\sum_\alpha \hat{e}_\alpha = 0. \quad (27)$$

In what follows, the mixture theory balance equations are further specialized to study the macroscale coupled heat and mass transfer problem for snow.

### 3.1 Ice constituent mass balance

The balance of mass for the ice phase is given by

$$\frac{\partial \rho_i}{\partial t} + \nabla \cdot (\rho_i v_i) = \hat{c}_i \quad (28)$$
Assuming the mass supply is positive during condensation, we can write

\[ \hat{c} = \hat{c}_i = -\hat{c}_{ha}. \]  

(29)

Neglecting any settling velocity leads to a mass balance for the ice constituent given by

\[ \gamma_i \frac{\partial \phi_i}{\partial t} = \hat{c}, \]  

(30)

where the mass density of ice is taken as constant at 917 kg m\(^{-3}\).

### 3.2 Water vapor mass balance

The development of the humid air mass balance differs from that of the ice constituent in that we begin at the microscale. Furthermore, only the mass balance of the water vapor is considered because the air acts only as a medium through which the water vapor diffuses.

Mass transfer of the water vapor may be expressed as (Bird and Lightfoot, 1960)

\[ \gamma_v v_v = \gamma_v \left( \gamma_a v_a + \gamma_v v_v \right) + j_v. \]  

(31)

Equation (31) says that the mass flux of the water vapor is due to the bulk fluid motion (the barycentric velocity) plus a relative velocity due to diffusion. In the absence of a pressure gradient, the barycentric velocity is zero, i.e.,

\[ \gamma_{ha} v_{ha} = (\gamma_a v_a + \gamma_v v_v) = 0. \]  

(32)

Mass balance due to diffusion may be expressed in the form of Fick’s law (Bird and Lightfoot, 1960) as

\[ j_v = -\gamma_{ha} D_{v-a} \nabla_x \left( \frac{\gamma_v}{\gamma_{ha}} \right), \]  

(33)
where \( D_{v-a} \) is the binary diffusion coefficient for water vapor in air and \( \nabla_x \) denotes the gradient operator at the microscale.

The diffusive flux can be expanded to give

\[
 j_v = -D_{v-a} \nabla_x \gamma_v + \frac{\gamma_v}{\gamma_{ha}} D_{v-a} \nabla_x \gamma_{ha},
\]

but the second term on the right is negligibly small because the mass fraction of saturated water vapor in air at 273 K is about \( 4(10)^{-3} \). Hence, mass transfer of water vapor at the microscale may be described by

\[
 \gamma_v v_v = -D_{v-a} \nabla_x \gamma_v. \tag{35}
\]

In the transition to the macroscale, the same physical principles apply but one must now use an effective diffusion coefficient for water vapor. The need to introduce an effective diffusion coefficient for water vapor is attributed to the presence of the ice microstructure in snow. Specifically, the presence of the ice constituent introduces vapor transfer mechanisms that both enhance and retard mass transfer of water vapor when compared to a medium of humid air only. These mass transfer mechanisms are briefly discussed in Sect. 5.3.

Defining \( D_s \sim D_{s eff} \) as the effective diffusion coefficient for the humid air constituent at the macroscale, there follows

\[
 \phi_v \gamma_v v_v = \rho_v v_v = -D_s \sim \nabla \gamma_v, \tag{36}
\]

where \( v_v \) and \( \gamma_v \) now represent appropriately volume averaged macroscale variables. Note that the mass flux of water vapor is based on the dispersed density, \( \rho_v \), in order to account for the reduced volume occupied by the humid air in the mixture. Finally, since only the humid air constituent is associated with diffusion in a mixture of ice and humid air, \( D_s \sim D_{s eff} \) also represents the effective diffusion coefficient for snow.

Again, noting air is simply the medium for mass transfer of water vapor, the balance of mass for the vapor phase may be written as

\[
 \frac{\partial \rho_v}{\partial t} + \nabla \cdot (\rho_v v_v) = \hat{\gamma}_v. \tag{37}
\]
Substitution of the diffusive flux into Eq. (37) and noting $\hat{c}_v = \hat{c}_{ha} = -\hat{c}$ leads to

$$\frac{\partial \rho_v}{\partial t} - \nabla \cdot \left( D_{s}^{\text{eff}} \nabla \gamma_v \right) = -\hat{c}. \tag{38}$$

Expanding the time derivative of the dispersed density of the water vapor gives

$$\frac{\partial \rho_v}{\partial t} = \gamma_v \frac{\partial \phi_v}{\partial t} + \phi_v \frac{\partial \gamma_v}{\partial t}, \tag{39}$$

but

$$\frac{\partial \phi_v}{\partial t} = \frac{\partial \phi_{ha}}{\partial t} = -\frac{\partial \phi_i}{\partial t}. \tag{40}$$

The above results, along with the mass balance for the ice constituent (Eq. 30), can be used to write Eq. (38) as

$$\phi_v \frac{\partial \gamma_v}{\partial t} - \nabla \cdot \left( D_{s}^{\text{eff}} \nabla \gamma_v \right) = \hat{c} \left( \frac{\gamma_v}{\gamma_i} - 1 \right), \tag{41}$$

but the quantity $\frac{\gamma_v}{\gamma_i} \ll 1$. Neglecting this term and noting $\phi_v = \phi_{ha}$, the mass balance equation for the water vapor becomes

$$\phi_{ha} \frac{\partial \gamma_v}{\partial t} - \nabla \cdot \left( D_{s}^{\text{eff}} \nabla \gamma_v \right) = -\hat{c}. \tag{42}$$

Equation (42) states that changes in the water vapor density at the macroscale are due to the divergence of the water vapor flux and sublimation or condensation as defined through the mass supply.

### 3.3 Momentum balance

The momentum balance for the ice phase can be used to find the stress and strain in the ice phase. However, the effect that the ice stress has on the vapor density of the water is neglected, so the ice phase momentum balance is not considered further.
The momentum balance for the humid air phase becomes important when bulk fluid motion occurs as in the case of natural convection. Foslien (1994) has shown the Rayleigh number for a typical snow cover is more than an order of magnitude below the critical value for the onset of convection, so convection is unlikely to occur except in extreme circumstances. Therefore, the momentum balance of the humid air phase is not considered further.

3.4 Ice constituent energy balance

The energy balance for the ice constituent may be expressed at the macroscale as

$$\rho_i \dot{u}_i = tr (T_i \cdot L_i) + \rho_i r_i - \nabla \cdot q_i + \hat{e}_i.$$  \hspace{1cm} (43)

In the above, any velocity gradient in the ice, $L_i$, is attributed to settling and may be neglected. Moreover, heat generation from solar radiation is also neglected but could easily be included as Colbeck (1989) and McComb et al. (1992) have done. These assumptions reduce the energy balance for ice to

$$\rho_i \dot{u}_i = -\nabla \cdot q_i + \hat{e}_i.$$  \hspace{1cm} (44)

The internal energy of the non-deforming ice is assumed to be a function of temperature only and is given by

$$u_i = C_i^V (\theta_i - \theta_{ref}),$$  \hspace{1cm} (45)

where $C_i^V$ is the specific heat of ice at constant volume and $\theta_{ref}$ is the reference temperature. The heat flux at the macroscale is expressed as Fourier’s law of heat conduction as

$$q_i = -\phi_i k_i^{\text{eff}} \nabla \theta_i,$$  \hspace{1cm} (46)

where $k_i^{\text{eff}}$ is the effective thermal conductivity for the ice phase in snow. This parameter should not be confused with the thermal conductivity of pure ice ($k_i$) as differences arise...
due to the complex microstructural network of the ice phase in snow. The tortuosity of the ice phase, for example, plays a role in \( k_i^{\text{eff}} \). The only microstructure where \( k_i \) and \( k_i^{\text{eff}} \) would be equal for one-dimensional heat transfer would be the pore microstructure discussed in the present paper. In a 3-D analysis of snow, the two parameters are fundamentally different.

Combining Eqs. (44)–(46), the energy balance for the ice phase is given by

\[
\phi_i \gamma_i C_i^V \frac{\partial \theta_i}{\partial t} = \nabla \cdot \left( \phi_i k_i^{\text{eff}} \nabla \theta_i \right) + \hat{e}_i. \tag{47}
\]

### 3.5 Humid air constituent energy balance

As with the ice phase, the work term and the energy source term of the humid air constituent are neglected, thereby reducing the energy equation to

\[
\rho_{ha} \dot{u}_{ha} = -\nabla \cdot q_{ha} + \hat{e}_{ha}. \tag{48}
\]

The internal energy for the humid air mixture of ideal gases is given by

\[
\gamma_{ha} u_{ha} = \gamma_a C_a^V (\theta_{ha} - \theta_{\text{ref}}) + \gamma_v (C_v^V (\theta_{ha} - \theta_{\text{ref}}) + u_{sg}), \tag{49}
\]

where \( u_{sg} \) is the latent heat of sublimation of ice. The above assumes the reference value of the internal energy of ice was set to zero as was the case.

The definition for the energy flux vector for a mixture may be written as (Bird and Lightfoot, 1960)

\[
q = q^c + q^d, \tag{50}
\]

where \( q^c \) is the conductive flux and \( q^d \) represents a “contribution from the interdiffusion of various species present.” In the case of a mixture of water vapor and air, the energy flux is given by

\[
q_{ha} = -k_{ha} \nabla x \theta_{ha} + u_{sg} \gamma_v v_v. \tag{51}
\]
where $\gamma_v u_v$, is the mass flux of water vapor diffusing through air.

Now consider snow at the *macroscale* composed of a mixture of humid air and ice. At this scale, Eq. (51) must be modified as

$$q_{ha} = -\phi_{ha} k_{ha}^{\text{eff}} \nabla \theta_{ha} + \phi_{ha} u_{sg} \gamma_v u_v. \quad (52)$$

The interpretation of the volume fraction in each term on the right-hand-side of the above equation is clear when one views the energy flux across a surface of a macroscale control volume of snow. Specifically, the true energy flux of humid air must be scaled by the area fraction of the humid air at the control surface. From quantitative stereology, the area fraction is equal to the volume fraction, resulting in Eq. (52).

Noting Eq. (36), mass transfer of the humid air may be expressed as a diffusive flux, leading to

$$q_{ha} = -\phi_{ha} k_{ha}^{\text{eff}} \nabla \theta_{ha} - u_{sg} D_s^{\text{eff}} \nabla \gamma_v. \quad (53)$$

where $D_s^{\text{eff}}$ represents an effective diffusion coefficient for snow.

As in the case of the ice phase, one must recognize that $k_{ha}^{\text{eff}}$ represents an apparent effective thermal conductivity of the humid air in snow and this parameter is different from the true thermal conductivity of humid air as a pure substance. The difference in the two parameters is again attributed to the complex microstructure of the humid air phase in snow. In brief, just as the effective thermal conductivity of snow, $k_s^{\text{eff}}$, is influenced by microstructure, so are $k_i^{\text{eff}}$ and $k_{ha}^{\text{eff}}$ as all three parameters are macroscale quantities. As such, they depend on a host of microstructural variables other than temperature.

Substituting Eqs. (49) and (53) into Eq. (48) leads to

$$\phi_{ha} \left( \gamma_a C_a^V + \gamma_v C_v^V \right) \frac{\partial \theta_{ha}}{\partial t} + u_{sg} \left( \phi_{ha} \frac{\partial \gamma_v}{\partial t} - \nabla \cdot \left( D_s^{\text{eff}} \nabla \gamma_v \right) \right) = \nabla \cdot \left( \phi_{ha} k_{ha}^{\text{eff}} \nabla \theta_{ha} \right) + \hat{e}_{ha}, \quad (54)$$
but

\[ \hat{c} = \nabla \cdot \left( D_{seff} \nabla \gamma_v \right) - \phi_{ha} \frac{\partial \gamma_v}{\partial t}, \]  

(55)

from the mass balance of the water vapor given by Eq. (42). Therefore, Eq. (54) governing the energy balance of humid air assumes the form

\[ \phi_{ha} \left( \gamma_a C_a^V + \gamma_v C_v^V \right) \frac{\partial \theta_{ha}}{\partial t} = \nabla \cdot \left( \phi_{ha} k_{ha} \nabla \theta_{ha} \right) + \hat{e}_{ha} + u_{sg} \hat{c}. \]  

(56)

Hence, the change in internal energy for the humid air is attributed to the divergence of the heat flux, energy exchange with the ice constituent through the energy supply, and energy exchange through phase changes accounted for by the mass supply.

4 Separation of scales: macroscale observations

In this section, we discuss some observations that lead to important simplifications in the macroscale heat and mass transfer solution. Moreover, we demonstrate separation of the time scales for local and global heat and mass transfer, a condition required for homogenization.

4.1 Macroscale temperatures

An important simplification in the analysis of heat and mass transfer at the macroscale is to assume the constituent temperatures are equal and write

\[ \theta = \theta_i = \theta_{ha}, \]

where \( \theta \) is the macroscale temperature of snow. Justification for assuming the ice and humid air temperatures are equal starts by writing a one-dimensional heat conduction equation at
the microscale given by
\[
\frac{\partial \theta_\alpha}{\partial t} = \left( \frac{k_\alpha}{\gamma_\alpha C^V_\alpha} \right) \frac{\partial^2 \theta_\alpha}{\partial x^2}.
\]  
(57)

Equation (57) is non-dimensionalized by introducing the following dimensionless variables:

\[
t^* = t/t_o, \quad x^* = x/L_c, \quad \text{and} \quad \theta^* = \frac{\theta - \theta_{\text{init}}}{\theta_f - \theta_{\text{init}}}.
\]

The resulting non-dimensional equation is
\[
\frac{\partial \theta^*}{\partial t^*} = \left( \frac{t_o k_\alpha}{L_c^2 \gamma_\alpha C^V_\alpha} \right) \frac{\partial^2 \theta^*}{\partial x^*^2}.
\]  
(58)

The time scale, \( t^\text{micro}_o \), for heat conduction on the microscale is introduced as
\[
t^\text{micro}_o = \frac{\gamma_\alpha C^V_\alpha L_c^2}{k_\alpha}.
\]  
(59)

The time scale, \( t^\text{macro}_o \), for heat conduction in a snow cover is similarly defined as
\[
t^\text{macro}_o = \frac{\left( \phi_i \gamma_i C^V_i + \phi_{\text{ha}} \gamma_{\text{ha}} C^V_{\text{ha}} \right) H^2}{k_s} \frac{\left( \phi_i \gamma_i C^V_i + \phi_{\text{ha}} \gamma_{\text{ha}} C^V_{\text{ha}} \right) H^2}{\kappa_{\text{eff}}},
\]  
(60)

where \( H \) is the height of the snowpack and \( k_s \) represents the effective thermal conductivity for snow. \cite{Riche and Schneebeli (2013)} provide an expression for the effective thermal conductivity of snow as a function of snow density. Assuming a snow density of 200 kg m\(^{-3}\), a depth of one meter, and a microscale characteristic length of one mm, the ratio of the time scale for heat conduction on the macroscale of the snowpack to the time scale for heat conduction on the microscale is on the order of \(10^6\) which suggests that macroscale thermal equilibrium
between the ice and humid air constituents is a good assumption. Moreover, the large separation of scales in the time domain is consistent with the discussion of [Auriault et al. (2009)] regarding separation of time scales necessary for homogenization.

The assumption of uniform constituent temperatures at the macroscale should not be confused with the local (microscale) temperature. Under a macroscale temperature gradient, local constituent temperatures in the interior of the RVE differ due to different thermal conductivities of the ice and humid air. Further, temperature gradients within individual constituents are also present at the microscale. A warmer ice grain is separated from a colder ice grain by pore space, for example. These temperature differentials drive the mass transfer process at the microscale. Again, an excellent insight into microscale thermal behavior is provided in Fig. 4 of [Pinzer et al. (2012)].

Thermal equilibrium of the ice and humid air constituents at the macroscale allows the constituent energy equations, (Eqs. 47 and 56), to be added together to yield an energy equation for snow with a single temperature as

\[ \left( \phi_{ha} \gamma_{ha} C_{ha} + \phi_i \gamma_i C_i \right) \frac{\partial \theta}{\partial t} = \nabla \cdot \left( k_{s eff} \nabla \theta \right) + \dot{c} u_{sg}, \]  

(61)

where \( \theta \) is the temperature of the snow. Notably, the constituent energy supply terms sum to zero in the energy equation for snow and the volume averaged constituent effective thermal conductivities have been absorbed into an effective thermal conductivity for snow, \( k_{s eff} \), as

\[ k_{s eff} = \phi_i k_{i eff} + \phi_{ha} k_{ha eff}. \]  

(62)

While the effective thermal conductivities, \( k_{i eff} \) and \( k_{ha eff} \), are never computed, it would be important to do so if one wanted to study non-equilibrium constituent temperatures on a short time scale with a mixture theory.

One can make a direct connection of \( k_{i eff} \) and \( k_{ha eff} \) with the work of [Calonne et al. (2014a)]. Specifically, the effective thermal conductivity for snow is defined in Eqn. (25) of Calonne et al. (2014a) as
\[ k_{\text{eff}} = \frac{1}{|\Omega|} \frac{1}{|V_a|} \left( \int_{\Omega_a} \nabla t_a + I \, d\Omega dV + \int_{\Omega_i} \nabla t_i + I \, d\Omega dV \right), \]  

where \( t_\alpha \) characterizes the temperature fluctuation in constituent \( \alpha \) and \( I \) is the identity tensor.

The above equation may be rearranged as

\[ k_{\text{eff}} = \phi_a \frac{1}{|\Omega_a|} \frac{1}{|V_a|} \int_{\Omega_a} \nabla t_a + I \, d\Omega dV + \phi_i \frac{1}{|\Omega_i|} \frac{1}{|V_i|} \int_{\Omega_i} \nabla t_i + I \, d\Omega dV. \]

Comparing Eqs. (62) and (64) provides a clear mathematical interpretation of \( k_{\text{eff}} \) and \( k_{i\text{ha}} \)

\[ k_{i\text{ha}} = \frac{1}{|\Omega_a|} \frac{1}{|V_a|} \int_{\Omega_a} \nabla t_a + I \, d\Omega dV, \]  

and

\[ k_{i\text{eff}} = \frac{1}{|\Omega_i|} \frac{1}{|V_i|} \int_{\Omega_i} \nabla t_i + I \, d\Omega dV. \]

Finally, recent research work has shown the effective thermal conductivity of snow to be anisotropic, see for example Schertzer and Adams (2011) and Riche and Schneebeli (2013). We avoid this complexity at present as it becomes a non-issue for the one-dimensional heat and mass transfer theory developed subsequently.

To summarize, the governing equations for heat and water vapor transfer in snow are given by Eqs. (42) and (61). These equations are identical to macroscale equations developed by Calonne et al. (2014a) through a description at the pore scale using the homogenization of multiple scale expansions. The equality is best shown by multiplying the
right-hand-side of Eq. (20) in Calonne by \( \rho_i/\rho_i \) and relabeling \( L_{sg}/\rho_i \) as \( u_{sg} \), resulting in Eq. (61) of the present paper. Eq. (42) is already identical in form to Eq. (21) of Calonne et al. (2014a).

While the equations of Foslien (1994) and Calonne et al. (2014a) governing the macroscale response of heat and mass transfer in snow are identical, the emphasis of Calonne’s work is on upscaling whereas the present paper focuses on solutions of the macroscale behavior. We also address similarities and differences in the calculation of effective thermal conductivity and the effective diffusion coefficient for snow, critical parameters affecting macroscale sublimation and deposition rates in a snow cover.

4.2 Saturated vapor density at the macroscale

A physical interpretation of the mass supply term, \( \hat{c} \), is the mass rate at which water vapor is condensing to form ice per unit volume of snow. Hobbs (1974) provides an expression for the condensation of water vapor to ice driven by a difference in the vapor pressure and the saturated vapor pressure over ice, \( (p – p_{sat}) \), as

\[
\frac{\alpha_c m_{mol} (p – p_{sat})}{(2\pi m_{mol} \Omega \theta)^{1/2}} \text{ kg m}^{-2} \text{ s}^{-1},
\]

where \( m_{mol} \) is the mass per molecule of water, \( \Omega \) is Boltzman’s constant, and \( \alpha_c \) is the condensation coefficient.

Multiplying the above expression by the specific surface area of snow, \( \xi \), and utilizing the ideal gas law for water vapor provides an explicit expression for the mass supply driven by a difference in vapor density given by

\[
\hat{c} = \frac{\xi R \theta \alpha_c m_{mol} (\gamma – \gamma_{sat})}{(2\pi m_{mol} \Omega \theta)^{1/2}}.
\]
In the absence of diffusion, Eq. (67) can be combined with the mass balance equation (Eq. 42) for the water vapor as

\[
\phi_v \frac{\partial \gamma_v}{\partial t} = \frac{\xi R \theta \alpha_c m_{mol} (\gamma - \gamma_{sat})}{(2\pi m_{mol} \Omega \theta)^{1/2}}.
\]

(68)

If the saturated vapor density over the ice is held constant, the time for the vapor density difference between the pore density and the saturated vapor density to become 0.1 % of the initial density difference can be computed. Delaney et al. (1964) measured the condensation coefficient, \(\alpha_c\), of ice to be 0.0144 for temperatures between 271 K and 260 K. For a snow density of 200 kg m\(^{-3}\) and a specific surface area of 1400 m\(^{-1}\), the time for the vapor density in the pore to reach equilibrium is approximately 1.1(10\(^{-3}\)) seconds. Hence, the vapor density in a pore can be assumed to be the saturated vapor density throughout the process of heat and mass transfer occurring at the macroscale where the time scale of interest is on the order of hours or days.

The knowledge that the vapor density may be assumed saturated in a macroscale analysis affords a critical simplification in the mixture theory analysis in that a constitutive law for the mass supply is no longer needed. Instead, the mass supply is computed from Eq. (42) by noting the water vapor is always saturated at the snow temperature, leading to

\[
\hat{c} = \nabla \cdot (D_s^{\text{eff}} \nabla \gamma_{sat}^v) - \phi_{ha} \frac{\partial \gamma_{sat}^v}{\partial t}.
\]

(69)

We emphasize that Eq. (67) is not utilized in the snowpack modeling of water vapor deposition and sublimation found in Sect. 6 as it is replaced by Eq. (69).

### 4.3 Formulation summary

At this point, we restrict the development to a one-dimensional model and write the energy equation, (Eq. 61), as

\[
(\phi_{ha} \gamma_{ha} C_{ha}^V + \phi_i \gamma_i C_i^V) \frac{\partial \theta}{\partial t} = \frac{\partial}{\partial x} \left( k_s^{\text{eff}} \frac{\partial \theta}{\partial x} \right) + \hat{c} u_{sg}.
\]

(70)
The mass supply equation, (Eq. 69), representing phase changes due to condensation or sublimation assumes the one-dimensional form

\[ \hat{c} = \frac{\partial}{\partial x} \left( D_s^{\text{eff}} \frac{\partial \gamma_{\text{sat}}}{\partial x} \right) - \phi_{\text{ha}} \frac{\partial \gamma_{\text{sat}}}{\partial t}. \]  

(71)

The saturated vapor density may be expressed as purely a function of temperature (Dorsey, 1968) leading to

\[ \frac{\partial \gamma_{\text{sat}}}{\partial x} = \frac{d \gamma_{\text{sat}}}{d \theta} \frac{\partial \theta}{\partial x} \quad \text{and} \quad \frac{\partial \gamma_{\text{sat}}}{\partial t} = \frac{d \gamma_{\text{sat}}}{d \theta} \frac{\partial \theta}{\partial t}. \]

Noting the above, the mass supply equation, (Eq. 71), is expressed as

\[ \hat{c} = \frac{\partial}{\partial x} \left( D_s^{\text{eff}} \frac{d \gamma_{\text{sat}}}{d \theta} \frac{\partial \theta}{\partial x} \right) - \phi_{\text{ha}} \frac{d \gamma_{\text{sat}}}{d \theta} \frac{\partial \theta}{\partial t}. \]  

(72)

Finally, substituting Eq. (72) into Eq. (70) leads to a single partial differential equation governing the energy balance for snow given by

\[ \left( \phi_{\text{ha}} \gamma_{\text{ha}} C_{\text{ha}} V + \phi_i \gamma_i C_i V + u_{\text{sg}} \phi_{\text{ha}} \frac{d \gamma_{\text{sat}}}{d \theta} \right) \frac{\partial \theta}{\partial t} = \frac{\partial}{\partial x} \left( k_{\text{s,con+d}} \frac{\partial \theta}{\partial x} \right), \]  

(73)

where

\[ k_{\text{s,con+d}} = k_{s}^{\text{eff}} + u_{\text{sg}} D_s^{\text{eff}} \frac{d \gamma_{\text{sat}}}{d \theta}. \]  

(74)

The thermal conductivity \( k_{\text{s,con+d}} \) is the apparent effective thermal conductivity of snow that accounts for heat conduction, \( k_{\text{s,eff}} \), as well as energy transfer due to water vapor diffusion.

Rather than combining Eqs. (70) and (72) and solving Eq. (73), it is more insightful to solve Eqs. (70) and (72) separately. Retaining a separate equation for the mass supply allows one to quantify macroscale deposition and sublimation rates, a fundamental objective of the theory developed here-in.
5 Evaluation of the effective thermal conductivity and the effective diffusion coefficient for snow

Solution of the energy equation (Eq. [70]) and the mass balance equation (Eq. [72]) requires knowledge of macroscale parameters for effective thermal conductivity as well as the effective diffusion coefficient for snow. Calonne et al. (2011) and Riche and Schneebeli (2013) have performed extensive numerical studies using finite element analysis coupled with X-ray tomography to quantify the effective thermal conductivity for snow as a function of density at a fixed temperature. Calonne et al. (2011) also provide effective thermal conductivity predictions at two separate temperatures. Pinzer et al. (2012) and Christon et al. (1994) performed numerical studies aimed at determining the effective diffusion coefficient for snow. Calonne et al. (2014a) also used finite element micromechanics to predict an effective diffusion coefficient for snow although the specific numerical approach to evaluate this parameter followed a fundamentally approach.

Regardless of the parameter being studied, a drawback of microscale finite element analysis (micromechanics) is that the results provide heat and mass transfer properties at a single temperature and density. Hence, a complete characterization of these parameters as a function of density and temperature requires a significant number of micromechanics solutions at multiple densities and temperatures followed by a curve fitting exercise.

Rather than relying on finite element micromechanics solutions, we present an analytical approach developed by Foslien (1994) to predict values for the effective thermal conductivity and the effective diffusion coefficient of snow. Foslien’s model has several attractive features including:

- excellent correlation with cited finite element results for effective thermal conductivity and effective diffusion coefficient for snow,
- density effects are explicitly introduced in the analytical model through volume fractions while temperature effects appear implicitly through thermal conductivity properties for ice and air,
– the effects of mass diffusion on the energy flux are explicit and the relative influence on the energy flux is readily determined,

– the model provides self-consistent results for effective thermal conductivity and effective diffusion coefficient for snow for the limiting cases of air and ice,

– the model is developed from first principles and contains no empirical coefficients of adjustment.

Foslien’s development begins by formulating microscale heat and mass transfer models for classic microstructures consisting of ice and humid air acting in parallel and series, respectively. Heat and mass transfer properties for snow are then proposed using arguments from quantitative stereology.

Figure ??a shows an ice matrix with humid air pores in parallel to an applied temperature gradient. In this pore microstructure, energy is transferred in parallel through the snowpack. The energy fluxes for the ice ($q_i$) and humid air ($q_{ha}$) constituents are simply added together to obtain the total energy flux through the snowpack. Because the thermal conductivity of ice is roughly 100 times larger than for the humid air, the ice phase plays a dominant role in heat transfer for this microstructure.

The second microstructure studied, referred to as a lamellae microstructure, consisted of ice and humid air layers oriented perpendicular to the energy flux, Fig. ??b. In this case, energy flows in series through the respective layers. Hence, the energy flux in the humid air constituent must equal the energy flux through the ice constituent. An interesting feature of mass transfer in the lamellae microstructure is that diffusion via the “hand to hand” model described by Yosida (1955) is naturally present and accounted for in the development. Specifically, diffusion is enhanced as the total path length for diffusion is reduced by the ice layer which acts as both a source and sink for water vapor.

The two microstructures studied by Foslien (1994) were first considered by de Quervain (1963) and produce two very different heat and mass transfer results that are believed to represent the extremes possible for ice and humid air mixtures.
5.1 Pore microstructure

Foslien’s heat and mass transfer analysis of the pore microstructure begins by writing energy flux expressions for the ice and humid air constituents at the macroscale. The energy flux of the ice is attributed to heat conduction leading to

\[ q_i = -k_i \frac{\partial \theta}{\partial x}. \tag{75} \]

The energy flux of the humid air is attributed to conduction of the humid air and the mass flux of water vapor. Following Bird and Lightfoot (1960) we can write

\[ q_{\text{ha}} = -k_{\text{ha}} \frac{\partial \theta}{\partial x} - u_{\text{sg}} D_{\text{v-a}} \frac{d \gamma_{\text{sat}}}{d \theta} \frac{\partial \theta}{\partial x}. \tag{76} \]

The energy flux of the pore microstructure is introduced as

\[ q_{\text{pore}} = -k_{\text{pore}} \frac{\partial \theta}{\partial x}, \tag{77} \]

Energy transfer in the pore microstructure occurs in parallel and the energy flux is simply the volume average of the energy fluxes of the ice and humid air leading to

\[ k_{\text{pore}} = \phi_i k_i + \phi_{\text{ha}} k_{\text{ha}} + \phi_{\text{ha}} u_{\text{sg}} D_{\text{v-a}} \frac{d \gamma_{\text{sat}}}{d \theta}. \tag{78} \]

5.2 Lamellae microstructure

The discontinuous nature of the lamellae microstructure in the direction of interest introduces a complexity in the spatial gradients as the constituent gradients must be defined with respect to a differential length, \( dx_\alpha \). Hence the constituent energy fluxes assume the form

\[ q_i = -k_i \frac{\partial \theta}{\partial x_i}, \tag{79} \]
and
\[ q_{\text{ha}} = -k_{\text{ha}} \frac{\partial \theta}{\partial x_{\text{ha}}} - u_{sg} D_{v-a} \frac{d \gamma^\text{sat}}{d \theta} \frac{\partial \theta}{\partial x_{\text{ha}}}. \] (80)

The average temperature gradient expressed in terms of the macroscale coordinate \( x \) is given by
\[ \frac{\partial \theta}{\partial x} = \phi_i \frac{\partial \theta}{\partial x_i} + \phi_{\text{ha}} \frac{\partial \theta}{\partial x_{\text{ha}}}. \] (81)

The energy flux through the lamellae microstructure is introduced as
\[ q_{\text{lam}} = -k_{\text{lam}} \frac{\partial \theta}{\partial x}. \] (82)

Equations (79)–(82) may be combined to arrive at
\[ k_{\text{lam}} = \frac{k_i \left( k_{\text{ha}} + u_{sg} D_{v-a} \frac{d \gamma^\text{sat}}{d \theta} \right)}{\phi_i \left( k_i + u_{sg} D_{v-a} \frac{d \gamma^\text{sat}}{d \theta} \right) + \phi_{\text{ha}} k_i}. \] (83)

### 5.3 Snow properties

The apparent effective thermal conductivity for snow accounts for heat conduction as well as energy transfer due to water vapor diffusion. The mixture theory development of Sections 3 and 4 leads to an expression for the apparent effective thermal conductivity given by Eq. (74) and repeated here as
\[ k_{\text{con+d}} = k_{\text{eff}} + u_{sg} D_{s \sim} \frac{d \gamma^\text{sat}}{d \theta}. \] (84)

The thermal conductivities of the pore and lamellae microstructures given by Eqs. (78) and (83), respectively, also include heat conduction as well as energy transfer due to mass.
diffusion. Using these expressions, [Foslien, 1994] proposed an apparent effective thermal conductivity for snow that includes energy transfer due to mass transport of water vapor given by

$$k_{s}^{\text{con+}d} = \phi_i k_{pore} + \phi_{ha} k_{lam}. \quad (85)$$

Justification for Eq. (85) is provided by considering a snow surface section as shown in Fig. ???. When a test line is arbitrarily drawn through the surface section, a fraction of the total length will pass through the ice constituent and the remainder will pass through the humid air constituent. If one imagines one-dimensional heat transfer occurring along the test line; heat transfer through the ice phase is dominated by the pore microstructure where the thermal conductivity of ice is nearly 100 times that of air. In contrast, anytime the test line passes through the humid air constituent, heat transfer would be dominated by the lamellae microstructure. Using the lineal fraction as the weighted behavior of the thermal conductivity and recognizing the lineal fraction is identical to the volume fraction under conditions of isotropy [Underwood, 1970] leads directly to Eq. (85).

Combining Eqs. (78), (83) with (85) leads to an expression for the apparent effective thermal conductivity of snow given by

$$k_{s}^{\text{con+}d} = \phi_i (\phi_{ha} k_{ha} + \phi_i k_i) + \phi_{ha} \frac{k_i k_{ha}}{\phi_i (k_a + u_{sg} D_{v-a} \frac{d\gamma_{\text{sat}}}{d\theta}) + \phi_{ha} k_i}$$

$$+ u_{sg} \frac{d\gamma_{\text{sat}}}{d\theta} \left( \phi_i (\phi_{ha} D_{v-a}) + \phi_{ha} \left( \frac{k_i D_{v-a}}{\phi_i (k_a + u_{sg} D_{v-a} \frac{d\gamma_{\text{sat}}}{d\theta}) + \phi_{ha} k_i} \right) \right). \quad (86)$$

Comparing Eq. (84) and (86) reveals expressions for the effective thermal conductivity and the effective diffusion coefficient for snow given by

$$k_{s}^{\text{eff}} = \phi_i (\phi_{ha} k_{ha} + \phi_i k_i) + \phi_{ha} \frac{k_i k_{ha}}{\phi_i (k_a + u_{sg} D_{v-a} \frac{d\gamma_{\text{sat}}}{d\theta}) + \phi_{ha} k_i}, \quad (87)$$
and

\[ D_{s}^{\text{eff}} = \phi_i (\phi_{ha} D_{v-a}) + \phi_{ha} \left( \frac{k_i D_{v-a}}{\phi_i (k_a + u_{sg} D_{v-a} \frac{d\gamma_{\text{sat}}}{d\theta})} \right). \] (88)

Despite the presence of the binary diffusion coefficient of water vapor in air in the expression for \( k_s k_{s_{\text{eff}}} \), it should be emphasized that the result given in Eq. (87) represents the effective thermal conductivity for snow as predicted by the analytical model. Similarly, constituent thermal conductivity parameters appear in the equation for the effective diffusion coefficient of snow, \( D_s D_{s_{\text{eff}}} \). These results are a consequence of a direct application of heat and mass transfer principles on the idealized microstructures—the parameters of thermal conductivity and diffusion simply do not separate at the macroscale.

Calonne et al. (2011) and Riche and Schneebeli (2013) provide curve fits of snow effective thermal conductivity as a function of density based on their finite element micromechanics analyses. Calonne’s data included analysis of crystal structures of all types while Riche’s data was limited to depth hoar and faceted crystals which produce higher thermal conductivities in the direction of interest (normal to the ground).

Figure ?? provides the predictions of Eq. (87) for a temperature of 253 K against the curve fits of Calonne et al. (2011) and Riche and Schneebeli (2013). The correlation of the analytical model is excellent as the model virtually tracks the numerical results of Riche and Schneebeli (2013) whose data were also generated at 253 K. Foslien's predicted curve at 271 K shifts downward toward the curve generated by Calonne et al. (2011), also generated at 271 K, but remains well within the bounds of both curves generated through finite element analysis of real microstructures. Furthermore, the most significant deviation of the analytical model occurs at a density for solid ice where Foslien’s model predicts the self-consistent correct result of thermal conductivity for ice.

Changes in effective thermal conductivity as a function of temperature were observed by Calonne et al. (2011) for temperatures of 271 K and 203 K, respectively. Figure ?? shows the effective thermal conductivity line predicted by Foslien along with the numerical mi-
cromechanics predictions of Calonne et al. (2011). Excellent correlation of the analytical model and the finite element analyses is again observed.

Figures ?? and ?? demonstrate the proposed model for effective thermal conductivity of snow does an excellent job of quantifying $k_s - k_{\text{eff}}$ as a function of density and temperature. However, the complex nature of the microstructure of snow and the inability to relate the geometric structure to material properties results in significant scatter in the effective thermal conductivity properties when viewed solely as a function of density. Calonne et al. (2014b) performed a series of experiments on snow metamorphism showing a variability of snow effective thermal conductivity under near constant density conditions. The experiments also showed the anisotropic properties of the effective thermal conductivity tensor increased during metamorphism. Löwe et al. (2013) developed a microstructural parameter that can be used to reduce the scatter in effective thermal conductivity predictions based on density alone. The parameter also provides a means of incorporating anisotropic behavior of effective thermal conductivity. It would be advantageous to refine the effective thermal conductivity model of Eq. (87) to include microstructural effects other than density. Such a refinement may be particularly important when extending the current one-dimensional analysis to higher spatial dimensions needed for modeling heat and mass transfer in complex terrain.

The value of the effective diffusion coefficient, $D_s - D_{\text{eff}}$, for snow has a long history of dispute. Giddings and LaChapelle (1962) claimed $D_s - D_{\text{eff}}$ to be less than the diffusion coefficient of water vapor in air due to the fact that ice grains interfere with diffusion paths. In contrast, Yosida (1955) conducted experiments where the diffusion coefficient was estimated to be 3.5–5 times larger than that for air while experiments by Sommerfeld et al. (1987) found that the diffusion coefficient was about twice that for air. Yosida (1955) provided a classic description of diffusion being enhanced by water vapor moving between ice grains in a “hand to hand” fashion, thereby shortening the pathway required for water vapor to travel. It is interesting to note that the mechanisms for diffusion argued by Giddings and LaChapelle (1962) and Yosida (1955) both have merit and are competing against one another.
Christon et al. (1994) provided some of the first micromechanics finite element work on mass transfer for snow and generated predictions for the effective diffusion coefficient ranging from 1.0–1.93 times the diffusion coefficient for water vapor in air. Christon’s results have been criticized, perhaps unfairly in our view, due to the simplistic microstructure models that he was forced to work with at that time. Pinzer et al. (2012) have laid any questions about the influence of microstructure to rest by performing finite element analysis on real snow microstructures generated through X-ray computer tomography. Their finite element predictions show a diffusion coefficient for snow to be very nearly that of diffusion of water vapor in air, perhaps an enhancement of 1.05-1.13 for snow compared to diffusion of water vapor in air based on the data provided in Fig. 11 of their work.

Despite wildly more complex microstructures, the results of Pinzer et al. (2012) are largely consistent with the results of Christon et al. (1994). Indeed, in reference to studies on the vapor flux and its dependence on microstructure over time, Pinzer et al. (2012) note that “the flux stays constant in time, despite the dramatic changes in the structure”.

The diffusion coefficient given by Eq. (88) divided by the diffusion coefficient of water vapor in air is plotted in Fig. ?? to show Foslien’s predicted diffusion enhancement as a function of density at a snow temperature of 263 K. Also plotted in Fig. ?? are the diffusion enhancement ratios of Christon (1990) for two microstructural geometries in their applicable density ranges as well as the more recent predictions of Pinzer et al. (2012) based on real snow microstructures determined from X-ray tomography. Pinzer’s results show a range of diffusion enhancement at any given density that represent the bounds of the finite element predictions shown in Figure 11 of their work.

Foslien’s model predicted a maximum diffusion enhancement for snow compared to air of 1.23 with enhancements for typical snow densities in the range from 1.0–1.2. These values are in excellent agreement with the numerical predictions of Christon (1990) and the more recent results of Pinzer et al. (2012). In brief, we agree with view of Pinzer et al. (2012) in that any enhancement of water vapor diffusion in snow compared to diffusion of water vapor in air is minimal.
Calonne et al. (2014a) have recently computed an effective diffusion coefficient for snow by solving the field equations for mass transfer on a series of RVE’s computed from 3-D images of snow. The results are interesting in that they show normalized values of \( D_{s_{\text{eff}}} \) starting at 1.0 for air and steadily decreasing to values as low as 0.2 for snow densities of 500 kg m\(^{-3}\). They defined the effective diffusion coefficient of snow as

\[
D_{s_{\text{eff}}} = \frac{1}{\Omega |V|} \int_{\Omega} \left( \frac{1}{V} \right) D_{\text{v-v-a}} (\nabla g_v + I) \, d\Omega \, dV.,
\]  

(89)

where \( g_v \) represents water vapor fluctuation in the air phase.

Following the previous discussion on effective thermal conductivity, the above equation may be written as

\[
D_{s_{\text{eff}}} = \phi_{\text{ha}} \frac{1}{\Omega |V|} \int_{\Omega} \left( \frac{1}{V} \right) D_{\text{v-v-a}} (\nabla g_v + I) \, d\Omega \, dV.,
\]  

(90)

Introducing the notation

\[
D_{a_{\text{eff}}} = \frac{1}{\Omega |V|} \int_{\Omega} \left( \frac{1}{V} \right) D_{\text{v-v-a}} (\nabla g_v + I) \, d\Omega \, dV.,
\]  

(91)

as the effective volume averaged diffusion coefficient of humid air in snow leads to

\[
D_{s_{\text{eff}}} = \phi_{\text{ha}} D_{a_{\text{eff}}}.
\]  

(92)

Of interest here is the volume fraction of the humid air constituent leading the effective volume averaged diffusion coefficient of the humid air.

An interesting exercise at this point is to compare the results of Calonne et al. (2014a) to those of Foslien (1994) for the idealized microstructures identified in the paper as the
pore microstructure and the lamellae microstructure. First, consider the pore microstructure where the ice phase and the humid air phase are in parallel to the energy flux. Calonne’s numerical results will produce an effective diffusion coefficient given by Eq. (92) and written as

\[ D_{\text{pore}}^{\text{eff}} = \phi_{\text{ha}} D_{\text{a}}^{\text{eff}}. \]  

(93)

The presence of the humid air volume fraction leading \( D_{\text{a}}^{\text{eff}} \) is in precise agreement with the present paper—see the first term of Eq. (88) sans the ice volume fraction which arises from the combined snow model. The interpretation of the humid air volume fraction in these equations for \( D_{\text{pore}}^{\text{eff}} \) is quite clear as the ice phase acts as a blockage and limits the amount of area for humid air mass transport to occur.

Now consider applying the definition of the effective diffusion coefficient of Calonne et al. (2014a) to the lamellae microstructure where energy transfer is perpendicular to the ice/humid air layers. Calonne’s definition will again produce an effective diffusion coefficient given by Eq. (92).

\[ D_{\text{lam}}^{\text{eff}} = \phi_{\text{ha}} D_{\text{a}}^{\text{eff}}. \]  

(94)

Hence, the effective volume averaged diffusion coefficient of the humid air is again scaled by the volume fraction of the humid air to produce the effective diffusion coefficient of the lamellae microstructure.

The influence of the ice phase on the effective diffusion of water vapor is fundamentally different for the lamellae microstructure compared to the pore microstructure. First, the ice does not act as a blockage of diffusion paths for water vapor in the lamellae microstructure as it does in the pore microstructure. Secondly, the ice phase actually enhances water vapor diffusion in the lamellae microstructure by shortening the pathway needed for water vapor to travel via the “hand-to-hand” mechanism described by Yosida (1955). Taken collectively, these factors suggest the influence of the volume fraction of humid air on the effective diffusion coefficient, \( D_{\text{a}}^{\text{eff}} D_{\text{lam}}^{\text{eff}} \), of Eq. (92) should scale as \((1/\phi_{\text{ha}})\) as opposed to \(\phi_{\text{ha}}\).
Now consider Foslien’s analytical model of the lamellae microstructure given by the second term of Eq. (88) sans the leading term, $\phi_{ha}$, which is, again, attributed to the combined snow model.

$$D_{a_{\text{l}}am}^{\text{eff}} = \left( \frac{k_i D_{v-a}}{\phi_i \left( k_a + u_{sg} D_{v-a} \frac{d\gamma_{\text{sat}}}{d\theta} \right) + \phi_{ha} k_i} \right).$$

(95)

Dividing the numerator and denominator by $k_i$ and recognizing the thermal conductivity of ice is roughly 100 times that of air reveals, to first order, a predicted enhanced diffusion coefficient given by

$$D_{l_{am}}^{\text{eff}} = D_{a_{v-a}}^{\text{eff}} / \phi_{ha}.\quad (96)$$

As discussed above, we believe this enhanced value of the humid air diffusion coefficient is correct in that the ice phase in the lamellae microstructure is not blocking diffusion but instead enhancing diffusion through the “hand-to-hand” notion of Yosida (1955). For example, given an ice volume fraction of 0.5, we would expect an effective diffusion coefficient to be near double what would be found in air as water vapor would only have to travel half the distance compared to the distance traveled in humid air alone. We note that the humid air volume fraction in the denominator of Eq. (95) was not artificially introduced and naturally arose in the development. In brief, Eq. (95) is arrived at by requiring the one-dimensional energy flux through the ice and the humid air to be equal.

Comparing Eqs. (92-94) and (96) suggests that if one were to multiply Foslien’s effective diffusion coefficient for the lamellae microstructure by $\phi_{ha}^2$ and combine this result with the diffusion model of the pore microstructure (with appropriate volume average weighting for snow), then the results of Foslien’s model of the effective diffusion coefficient for snow may fall somewhat in line with the data shown in Figure 9 of Calonne et al. (2014a). Figure ?? shows the result of this exercise. The comparison of Foslien’s modified diffusion coefficient with the results of Calonne are surprisingly close.
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While the idealized microstructures utilized by Foslien are not representative of the complex microstructure of snow, the heat and mass transfer mechanisms associated with each microstructure are clearly present in snow. We believe the original model developed by Foslien, shown in blue in Fig. ??, is a reasonable estimate of the effective diffusion coefficient of snow. The excellent results for predictions of effective thermal conductivity based on the idealized microstructures provides some support for the proposed diffusion coefficient model.

Finally, we note that none of the individual numerical predictions shown in the data of Figure (??) use the definition of the effective diffusion coefficient found in Calonne et al. (2014a). Christon et al. (1994) evaluate an average mass flux traveling through the boundaries of the RVE in a fully-coupled heat and mass transfer analysis. Pinzer et al. (2012) evaluate the mass flux in a slice in the RVE, perpendicular to the temperature gradient—an approach similar to Christon. It would be extremely interesting to evaluate the effective diffusion coefficient on an RVE of a real 3-D microstructure using the different numerical methods of Calonne et al. (2014a), Pinzer et al. (2012), and Christon et al. (1994).

While the idealized microstructures utilized by Foslien are not representative of the complex microstructure of snow, the heat and mass transfer mechanisms associated with each microstructure are clearly present in snow. We believe the original model developed by Foslien is a reasonable estimate of the effective diffusion coefficient of snow. The excellent results for predictions of thermal conductivity based on the idealized microstructures provides some support for the proposed diffusion coefficient model.

### 5.3.1 Thermal conductivity with diffusion

The apparent effective thermal conductivity for snow including the enhancement of heat transfer due to mass diffusion is given by Eq. (84). Figure ?? shows the enhancement of the effective thermal conductivity incorporating diffusion effects as a function of density at three different temperatures. For instance, at a density of 250 kg m\(^{-3}\), the heat transfer enhancement due to diffusion is 9 and 3 % for temperatures of 268 and 257 K, respec-
tively. These values are reasonably consistent with calculated values provided by Riche and Schneebeli (2013) showing latent heat transfer contributions to be approximately 14 and 1% for temperatures of 268 and 257 K, respectively. Specific densities were not provided for the calculations of Riche and Schneebeli (2013) but the average density of their samples was 254 kg m$^{-3}$.

The analytical predictions of Foslien shown in Fig. ?? suggest the importance of latent heat transfer by diffusion is most prominent in low density snow at temperatures near freezing. In this case, the enhancement of heat transfer due to diffusion may be as high as 30–40% for low density snow. These results are consistent with the numerical studies of Christon et al. (1994) who note: “the enhancement due to the transport of latent energy is seen to peak at about 40% of the conduction for the lowest density and the highest base temperature”.

In closing, results from the analytical model for the thermal conductivity of snow, $k_s$, and the effective diffusion coefficient for snow, $D_s$, proposed by Foslien are in excellent agreement with cited finite element micromechanics analyses and, further, the parameter predictions are self-consistent with the limiting cases of air and solid ice. The results lend confidence to using the predicted parameters for $k_s$ and $D_s$ over the entire spectrum of temperatures and densities encountered in the macroscale heat and mass transfer analyses presented in Sect. 6.

6 Numerical results for macroscale heat and mass transfer

In this section, numerical results of the nonlinear equations (Eqs. 70 and 72) governing heat and mass transfer in a snowpack are presented. The specific problem at hand is to model the heat and mass transfer in a one-meter deep snow cover with complexities associated with a real snowpack such as dense layers and a time varying surface boundary condition for temperature. Figure ?? shows a schematic of the analysis. A Galerkin finite element method was used to discretize the spatial domain, and the Crank-Nicholson time integration
method is used to advance the solution in time. The code used to generate the results of Section 6.1 is provided in the Supplement.

Figure ?? shows the density profile of the snowpack for the numerical simulations. The snowpack had a seasonal snow density of 240 kg m\(^{-3}\) with a dense layer starting at 64 and ending at 86 cm. The density was assumed to increase from 240 kg m\(^{-3}\) to 600 kg m\(^{-3}\) over 8 cm with a similar rate of decrease at the top end of the ice crust to a density of 120 kg m\(^{-3}\).

The snow density at the ground level was set to solid ice in an effort to impose realistic boundary conditions. If the density at the ground layer is less than solid ice, the snowpack can be viewed as having no barriers below it. In this case, the model would predict that saturated air enters the snowpack at the ground level with no specified source for this vapor.

Numerical results corresponding to two test cases are presented. The first problem is designed to study the impact of the dense layer on macroscopic temperature gradients and deposition (condensation) and sublimation rates. Colbeck (1993) stressed the importance of developing a theory of snow which incorporates the effect of dense layers on the heat transfer in snow. The second problem focuses on the effect of diurnal temperature fluctuations on the surface of the snowpack. Of interest here are the near surface temperature gradients compared to the average temperature gradient in the snowpack. Condensation and sublimation rates near the surface are also of interest.

### 6.1 Influence of an ice crust

To study the influence of the ice crust on heat and mass transfer, an isothermal snowpack at 0 °C was initially assumed. Boundary conditions at the ground and surface were 0 °C and −20 °C, respectively, thereby initiating a temperature gradient through the snowpack.

Figure ?? shows the temperature profile in the snowpack after 1, 5, and 10 days, respectively. In the dense layer of snow, the temperature gradient is noticeably reduced at any time due to the higher thermal conductivity of the dense snow. The dense layer also has the effect of producing a much higher temperature gradient in the near surface fresh snow cover in the pack. Figure ?? shows that, even after 10 days, the temperature gradient near
the surface is approximately $60^\circ$C m$^{-1}$, three times the average temperature gradient. The high temperature gradients near the surface are even more notable when one considers the significant amplification of temperature gradients that occur at the microscale as discussed in Sect. 2 and demonstrated in Fig. 4 of [Pinzer et al. (2012)].

Figure ?? shows both condensation and sublimation occurring in the snowpack with significant activity near the dense ice crust. Near the surface, condensation is occurring because water vapor is diffusing toward the surface which is colder and, therefore, an area of lower saturation for the vapor density. The water vapor must then condense if the air is not to become supersaturated. Just below the dense layer, Fig. ?? shows another area of condensation near the dense ice crust. Condensation occurs here due to the decrease in humid air volume fraction in the direction of the water vapor diffusion. If the amount of air available to hold water decreases, then the amount of water vapor must also decrease. Just above the dense layer, the opposite is true. Here, Fig. ?? shows that sublimation is occurring because the vapor volume fraction is increasing in the direction of vapor flow. Sublimation must occur to keep the increasing amount of air saturated.

Local weakening above and below dense layers in a snow cover have been observed (Adams and Brown, 1982). If condensation is known to enhance depth hoar growth (Colbeck, 1983), then the condensation occurring below the dense layer in Fig. ?? could contribute to the weakening observed in this region of a snowpack. Temperature gradients are relatively low below the ice crust, although in the range of where faceted crystal growth has been observed in field studies. The sublimation occurring above the dense layer may contribute to any snowpack weakness observed here.

Sublimation is also observed near the ground after 10 days and appears to be increasing with time. At a sublimation rate of $4\, \text{mg}\,\text{m}^{-3}\,\text{s}^{-1}$ occurring just above the ground after 10 days, a decrease in density of $1\,\text{kg}\,\text{m}^{-3}$ would take about 3 days. This slow rate of change in density is consistent with experimental studies on temperature gradient metamorphism, where little change is density is observed despite the dramatic changes in the crystal structure of snow (Pinzer et al. 2012).
6.2 Effect of diurnal temperatures

To study diurnal temperature effects, the surface of the snowpack was subjected to a harmonic temperature boundary condition given by

$$\theta(1,t) = -20 - 10 \sin \frac{\pi t}{43200},$$  \hspace{1cm} (97)

with the lower surface temperature held fixed at $0^\circ C$. The boundary condition given by Eq. (97) has a mean value of $-20^\circ C$ with a $10^\circ C$ fluctuation about the mean. Initial conditions for the temperature through the snowpack were specified based on the average temperature gradient of $-20^\circ C \text{ m}^{-1}$ at time $t = 0$.

Figure ?? shows the temperature profile over a 24 h period at day 5, after any transients have disappeared. Only the upper half-meter of the snowpack is shown. Strong temperature gradients are observed in the fresh snow near the surface, with gradients as high as $-150^\circ C \text{ m}^{-1}$ as shown in Fig. ?? . The large temperature gradients found near the surface are also accompanied by active condensation and sublimation throughout a 24 h cycle, Fig. ?? . Both the temperature gradient and the mass exchange are likely to impact microstructural changes that occur in the near surface snow cover.

7 Summary

We have developed a macroscale mixture theory analysis for modeling condensation and sublimation rates in a snow cover under temperature gradient conditions. The theory is general enough to accommodate arbitrary density profiles with any desired time dependent surface boundary conditions. Condensation and/or sublimation is observed near the ground and the surface as well as immediately above and below dense layers such as ice crusts. Macroscale temperature gradients can be surprisingly high compared to the average temperature gradient in the snowpack.

A quantitatively correct macroscale analysis of constituent mass exchange brings out an interesting microscale–microscale analysis problem that is worthy of attention. Recent
numerical studies of heat and mass transfer at the microscale begin by solving the steady state diffusion equation for heat transfer with the appropriate thermal properties of ice and humid air. Dirichlet boundary conditions for temperature are specified at the top and bottom of the RVE to simulate a desired temperature gradient. Once the local temperature field is determined, a solution for mass transport is obtained for the humid air phase. The vapor density boundary conditions are specified at the ice/air interface by assuming the vapor density is saturated, thereby a function of temperature only. Therefore, the mass flux in such an analysis is essentially dictated by the macroscale temperature gradient.

The mixture theory results for macroscale deposition and or sublimation tell an entirely different story. For example, consider the effects of diurnal temperatures on heat and mass transfer near the surface as seen in Figures ?? and ?? Figure ?? shows strong negative temperature gradients at 6 and 24 hours between x=0.9 m and x=1.0 m (the region bounded by the ice crust and the surface). Now, examine Figure ?? showing mass exchange at the same time periods and snow depth. The 6 hour plot shows deposition is occurring while the 24 hour plot shows sublimation is occurring. The boundary conditions used for microscale analyses of an RVE described above cannot capture this interesting phenomenon as the results are driven by temperature gradient only.

The decoupling divergent behavior of macroscale deposition/sublimation phenomena from the macroscale temperature gradient should come as no surprise from the mixture theory analysis. Indeed, the ability to show this phenomenon is the fundamental driver for developing a mixture theory to begin with. If this were not the case, one could simply generate a thermal profile from the energy equation and move on.

Given the mixture theory results described above, it would be interesting to investigate a transient microscale (RVE) solution exploring the effects of imposing mass flux boundary conditions for the vapor while using the saturated vapor density (based on the temperature field) as an initial condition for the humid air. Perhaps such an analysis could help explain microstructural evolution (kinetic growth versus sintering) under conditions where specifying the temperature gradient alone is unable to do so. Christon (1990) developed a fully coupled
heat and mass transfer formulation, although boundary conditions involved temperature and temperature gradient only.

Knowledge of the condensation or sublimation rates at the macroscale provides the foundation for a fully coupled solution of heat and mass transfer at the microscale. In this spirit, the mixture theory for snow can simulate interesting macroscale problems featuring terrain changes, ice crusts, surface effects, snow storm deposition, extreme temperatures, etc. Heat and mass transfer results from a mixture theory analysis could then be used as inputs for a host of interesting microstructural studies.

Finally, analytical expressions of thermal conductivity and the effective diffusion coefficient for snow were developed from first principles of heat and mass transfer phenomena at the microscale. The equations developed provide an elegant path to modeling thermal conductivity and the effective diffusion coefficient of snow that are needed for the macroscale mixture theory analysis.

**Nomenclature**

**Arabic Letters**

\(a_{\alpha}\) Acceleration of constituent \(\alpha\) \((m s^{-2})\)

\(\hat{c}_{\alpha}\) Mass supply of constituent \(\alpha\) \((kg m^{-3} s^{-1})\)

\(C^{V}\) Specific heat of snow at constant volume \((J kg^{-1} K^{-1})\)

\(C^{V}_{\alpha}\) Specific heat of constituent \(\alpha\) at constant volume \((J kg^{-1} K^{-1})\)

\(D^{eff}_{\text{lam}}\) Effective diffusion coefficient of lamellae microstructure \((m^2 s^{-1})\)

\(D^{eff}_{\text{pore}}\) Effective diffusion coefficient of pore microstructure \((m^2 s^{-1})\)

\(D^{eff}_{s}\) Effective diffusion coefficient of snow \((m^2 s^{-1})\)

\(D_{v-a}\) Diffusion coefficient of water vapor in air \((m^2 s^{-1})\)
\( \hat{e}_\alpha \) Energy supply of constituent \( \alpha \) (W m\(^{-3}\))

\( g \) Gravity vector (m s\(^{-2}\))

\( g_v \) Vector characterizing water vapor density fluctuation in the air phase

\( H \) Snowpack height (m)

\( I \) Identity tensor

\( j_v \) Diffusive flux of water vapor (kg m\(^{-2}\) s\(^{-1}\))

\( k_\alpha \) Thermal conductivity of constituent \( \alpha \) (W m\(^{-1}\) K\(^{-1}\))

\( k_{\alpha}^{\text{eff}} \) Effective thermal conductivity of constituent \( \alpha \) (W m\(^{-1}\) K\(^{-1}\))

\( k_{\text{lam}} \) Apparent effective thermal conductivity of lamellae microstructure including mass diffusion effects (W m\(^{-1}\) K\(^{-1}\))

\( k_{\text{pore}} \) Apparent effective thermal conductivity of pore microstructure including mass diffusion effects (W m\(^{-1}\) K\(^{-1}\))

\( k_s^{\text{eff}} \) Effective thermal conductivity of snow (W m\(^{-1}\) K\(^{-1}\))

\( k_s^{\text{con+d}} \) Apparent effective thermal conductivity of snow including mass diffusion effects (W m\(^{-1}\) K\(^{-1}\))

\( L_\alpha \) Velocity gradient tensor of constituent \( \alpha \) (s\(^{-1}\))

\( L_0 \) Length scale (m)

\( m_{\text{mol}} \) Mass of a water molecule (kg)

\( p \) Vapor pressure (Pa)

\( \hat{p}_\alpha \) Momentum supply of constituent \( \alpha \) (N m\(^{-3}\))
\( q \) Energy flux \((W \text{ m}^{-2})\)
\( q^c \) Energy flux due to conduction \((W \text{ m}^{-2})\)
\( q^d \) Energy flux due to interdiffusion of species \((W \text{ m}^{-2})\)
\( q_\alpha \) Energy flux of constituent \(\alpha\) \((W \text{ m}^{-2})\)
\( R \) Water vapor gas constant \((J \text{ kg}^{-1} \text{ K}^{-1})\)
\( r_\alpha \) Heat supply of constituent \(\alpha\) \((W \text{ kg}^{-1})\)
\( T \) Partial stress tensor of constituent \(\alpha\) \((\text{Pa})\)
\( t_a \) Vector characterizing temperature fluctuation in the air phase
\( t_i \) Vector characterizing temperature fluctuation in the ice phase
\( t_o \) Time scale \((s)\)
\( u_\alpha \) Specific internal energy of constituent \(\alpha\) \((J \text{ kg}^{-1})\)
\( u_{sg} \) Latent heat of sublimation of ice \((J \text{ kg}^{-1})\)
\( v_\alpha \) Velocity of constituent \(\alpha\) \((\text{m s}^{-1})\)
\( v_a \) Velocity of air component \((\text{m s}^{-1})\)
\( v_v \) Velocity of water vapor component \((\text{m s}^{-1})\)
\( V \) Volume \((\text{m}^3)\)
\( x \) Position vector \((\text{m})\)

**Greek Symbols**

\( \alpha_c \) Condensation coefficient
\( \chi_i \)  
Indicator function for the ice constituent

\( \gamma_\alpha \)  
True density of constituent \( \alpha \)–as opposed to a dispersed density (kg m\(^{-3}\))

\( \Omega \)  
Boltzman’s constant (J K\(^{-1}\) molecule\(^{-1}\))

\( \phi_\alpha \)  
Volume fraction of constituent \( \alpha \)

\( \rho \)  
Snow density (kg m\(^{-3}\))

\( \rho_\alpha \)  
Dispersed density of constituent alpha (kg m\(^{-3}\))

\( \theta \)  
Temperature (K)

\( \theta_\alpha \)  
Temperature of constituent \( \alpha \) (K)

\( \theta_{\text{final}} \)  
Final temperature (K)

\( \theta_{\text{init}} \)  
Initial temperature (K)

\( \theta_{\text{ref}} \)  
Reference temperature (K)

\( \xi \)  
Specific surface area of snow (m\(^{-1}\))

**Operators**

\( \nabla \)  
Gradient operator

\( \nabla_x \)  
Gradient operator applied at the microscale

**Subscripts**

\( \alpha \)  
Arbitrary constituent

\( a \)  
Air component

\( ha \)  
Humid air constituent
i  Ice constituent

m  Indicates variable applies at the microscale

ref Reference

s  Snow

v  Water vapor component

**Superscripts**

*  Dimensionless variable

eff  Effective—applies at the macroscale

sat  Saturated water vapor in air

The Supplement related to this article is available online at 
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