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**NOTE:** The revised version of the manuscript is attached in supplement. All the corrections made appear in red.

This manuscript is about a joint remote sensing (from field as well as space) and modelling activity to analyse a single calving event at Bowdoin Glacier, Greenland. The observational data on the one hand comes from UAV photogrammetry as well as satellite data which both is used in a set-up of a full-stress code that analyses the dynamics from the given observational constraints. The outline of the article is clear, the text in large parts well written. Applied methods in my opinion are described well apart from the points raised in the next section and the graphics generally support the text.
2 Main point of critics

By nature of the scarce data there is a lot of assumption on ice-flow and basal sliding parameters as well as the basal geometry involved in this study. It is to be expected that the combination of those is not unique to the problem, i.e., a different sliding law with a changed ice rheology and bedrock topography could have led to a similar result. In my opinion you have to elaborate in order not to provide the grounds for interpreting justifiable assumptions as speculations.

For the geometry: I reckon that getting bathymetry at or underneath calving fronts is close to a mission impossible, as you confirm yourself in your paper. From Sugiyama et al. (2015) I understand that basically a single longitudinal profile with some lateral measurements (none close to the front) have been measured above the glacier. That is just the reality in ice sheet modelling, but it should be presented more clearly in the paper. You perhaps could realize that by indicating the measurements on a bedrock map of your final configuration, like you do for the glacier surface in Fig. 5. The only information we get on the optimized bedrock is the cross-section in Fig 7.

**ANSWER:** We included two additional maps to Fig. 5, with the level lines of the initial and optimized bedrock.

In case of ice flow and sliding parameters, I am more concerned about the extraordinary high rate factor of $E = 10$ as you seem to be. Simply, because even if in the region of the borehole to which you optimize this value this does not have a large influence, I would say that at the margin and particular at high deformation areas in the vicinity of the assumed undulation it could be important. Thus it would be good if you would elaborate what could be the cause for the need to employ such a vast increase of fluidity?
Thank you for pointing this issue. After some checks, we actually found an error in the input files for Elmer/Ice, and all the results we have shown in the first manuscript assumed a constant ice temperature of $-10^\circ$. This explains why we had to set a very high enhancement factor of $E = 10$ to compensate. This is now fixed, all models have been run again, the new optimal enhancement factor is $E = 4$ to produce 10% of vertical deformation at the borehole location, consistently to measurements. Results about the optimal crack depth have been updated. Still, we tested other enhancement factors $E = 1, 2, 8$. We found that their impacts on optimal bed uplift and crack depth variables was rather limited, and we included this new finding in the revised manuscript.

I can suggest three possible reasons:

- 1. Change of effective viscosity either by temperature or damage: For the first, you provide a not accessible reference (Seguinot et al.) but do not elaborate what temperature profile you assume for the glacier tongue, so please, add this information in this manuscript. It, though, would need a vastly warmer temperature to achieve such a strong increase of fluidity. But what about damage of the ice? How crevassed is the ice at the borehole?

ANSWER: To answer your question, we added one section called "Borehole temperature and deformation data", in which we elaborate the temperature profile available from borehole measurements, and removed the reference to (Seguinot et al., in prep.). Damage ice is tested via additional runs with different enhancement factors ($E = 1, 2, 8$).

- 2. Anisotropy: Could the missing ability to preferentially yield to vertical shear be explained by a pronounced fabric?
**ANSWER:** Possible anisotropic ice is also tested through the additional runs with different enhancement factors.

3. Wrong deformation to sliding ratio for sane values of \( E \), caused by a wrong combination of geometry and friction law coefficients or friction law physics. There is nothing you can do about the missing geometry, but perhaps you could think of other sliding laws?

**ANSWER:** The sliding law we opted for is the most elaborate law with the input data we have. Downgrading it to a Weertmann-like law (i.e. removing the dependency on the effective pressure) or upgrading it to a Coulomb-like friction law would likely not impact our results since the sliding coefficient is in any case tuned to measured velocities.

In that context: Did you rerun the global model after you sequentially optimized the remaining parameters (bump height, crevasse-depth) for the tongue model? Did it reveal a similar ratio at the borehole if applying \( E = 10 \) with the altered geometry?

**ANSWER:** After some checks, we found that the 90\% sliding/shearing ratio at the borehole is not affected by local changes (bump height, crevasse-depth) near the front: the borehole is too far (about 2 km) to be influenced.

Further, did you check in a prognostic run how the flow evolves with a given configuration? I did not find any hint on the nature of your runs in the text, so forgive me, if this went unnoticed. From my own experience I know that it is quite easy to tune a diagnostic simulation but as soon as one switches in free surface adjustment, the system can adapt to in parts drastically changed dynamics very quickly (see e.g., Zwinger and Moore, 2009).
ANSWER: No, we haven’t tried any prognostic runs. Yet, our free surface is nearly flat. Therefore, we do not expect much adjustments after running Elmer/Ice forward-in-time.

3 Issues/Requests by their occurrence

Page 2, line 10: However, these semi-empirical approaches assume closely-spaced crevasses and do not account for the stress concentration at the tip of cracks." This could be misinterpreted as if stress accumulation would be existent in the physics, but simply is ignored in the crevasse depth criteria. So in my opinion rather they do not include or do not have to account for the effect of stress concentration, because of the proximity of crevasses.

ANSWER: We rephrased the sentence as follows: "However, these semi-empirical approaches assume closely-spaced crevasses and do not include the effect of the stress concentration at the tip of cracks."

Page 5, Figure 2: There seem to be two distinct sets of vectors in terms of directions and lengths showing along the crack. I presume they link to the opposite faces of the crack, hence the difference between them is the crack opening rate - if I am not mistaken, this would be worth explaining either in the caption, or as space obviously is limited in the text referring to Figure 2. If you even could augment this information with different colours for the arrows from opposite faces. Furthermore, panel d) shows a reduced area compared to a)-c). Could you perhaps mark it with a box in c) (like you did for the inlet in b)) such that for the reader it is easier to sort the scales.

ANSWER: This is correct. We coloured differently the arrows of each face of the crack, included this feature to the caption, and added a box on panel c) to ease the reading of panel d).
Page 6, line 12: To do so, we built a 3D mesh of the glacier front from estimated basal and surface ice topographies using "..." I, personally, do not like the term estimated (see comment in previous section). You should clearly distinguish between the data you know and the parts you had to fill in.

**ANSWER:** The word "estimated" was removed, the "basal topography" is defined and clarified in the next sentence.

Page 7, line 5: A relationship between englacial temperature and depth was obtained from borehole measurements (Seguinot et al., in prep.), and generalized over the whole modelled domain." Give a short description of the temperature distribution and a reason why this can be assumed to be valid all over the glacier. This is important in relation to my major critics about the assumption you have to take on your rheology. Wrong temperatures naturally would call for a correction of the viscosity.

**ANSWER:** As said previously, we added one section called "Borehole temperature and deformation data", in which we elaborate the temperature profile available from borehole measurements. Our additional runs based on enhancement factors $E = 1, 2, 8$ allow us to explore several ice fluidities, and therefore to account for uncertainties in the englacial temperature data.

Page 7, line 11: For Equation (3) neither gravity nor density of water are defined. Reading further, I realize that the latter is defined one paragraph below - why not introduce it here?

**ANSWER:** Gravity and water density are now defined earlier in the text, as it should be.

Page 7, line 26: "Parameter $\alpha$ in Eq. (5) therefore controls the degree of influence of the floatation ratio on sliding from no-influence when $\alpha = 0$ (Weertman's law) to a
quadratic influence when $\alpha = 2$." On page 11, line 1, you talk of limit cases (which I would write as limiting cases"), so, please, explain why you exactly set $\alpha = 2$ as the upper limit.

**ANSWER:** We agree that the limit $\alpha = 2$ is somewhat arbitrary. Yet, values between 0 to 2 for effective pressure-dependent sliding laws are most often reported in the literature, e.g. 2 in ( ) or $3.5/3$ in ( ). We clarified our choice of limit values for $\alpha$ in the revised manuscript.

Page 8, line 1: Since the borehole is located about 2 km upstream the calving front (see Fig. 3), we first modelled an enlarged domain, and used satellite-inferred velocity field (see Fig. 3) instead of the UAV-inferred ones since it covers a larger area. Once the three ice flow parameters were tuned, we restricted our domain to the glacier front, and optimized (to improve the consistency between modelled and measured velocity fields) according to two geometrical parameters $h_{lift}$, and $d_{frac}$ of the glacier front (see Fig. 4, middle and bottom panels)". If you cut through the glacier (I guess Fig. 6 is representative to your reduced size model), in my view two questions should be addressed in the text:

1. What boundary conditions for in flow velocities and stresses (which are interlinked) you do assume for the in size reduced model?

**ANSWER:** The boundary conditions in the large and reduced size models are strictly the same. The only difference is the input velocities data, which are supplied from satellites images for the large model and from UAV images for the reduced one. For the sake of clarification, we drew the limits of the two domains on Fig. 3, and wrote specifically that the same boundary conditions apply to both modelled domains.
2. As you seem to optimize with respect to two different sets of surface velocities: Are the satellite velocities referenced to the UAV velocities where they overlap?

**ANSWER:** No, the two velocity fields were computed independently from satellite and UAV images. Yet, they were found to be consistent over the overlapping part, as I wrote in the second sentence of section 3.3.

Page 12, line 19: Because the crack was connected to the sea (see Fig. 2a), the water level within the crevasse most likely coincided with the sea level, or was slightly above." How can a to the ocean connected crevasse maintain a water level above the sea level?

**ANSWER:** This statement was based on the hypothesis of a supra-glacial torrent discharging into the crack (as observed during our fieldwork), which could have maintained the water level in the crack slightly above sea level. Yet, we revised our manuscript by removing "or was slightly above", since this hypothesis is insufficiently founded.

Page 12, line 20: On the other side, the tensile force must have been in the order of magnitude of critical stress thresholds, i.e. around 0.1-0.3 MPa (Vaughan, 1993). Yet, the crack is expected to deepen further if the pressure of water plus the tensile force exceed the pressure of ice (Van der Veen, 1998)." You are writing of tensile force", but I guess you mean tensile stress", as you compare to MPa units.

**ANSWER:** You are right. This is corrected.

Page 13, Figure 7.: Could you consider using another colour for highlighting the crack position, as it is not really distinguishable from the middle moraine? In connection to the lower figure I have two questions:
1. Why is there a solid line at the place of the apparently optimized bedrock at the bump?

2. How is the apparently varying crack depth corresponding to your initial assumption of a constant crack depth? A further suggestion: Could you clearer distinct the dashed patterns for crack depth and optimized bedrock? Perhaps use a dashed-dotted line for one of them.

**Answer:** We highlighted the crack with a dashed line on the top panel, fixed the solid line issue, added varying crack depths to the bottom panel, and better distinguished the dashed patterns for crack depth and optimized bedrock.

4 **Typos, etc.**

**Answer:** All typos were corrected, and the reference (Seguinot, in prep.) was removed.
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