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We would like to thank the referees for bringing up thoughtful and insightful discussion points, and especially for taking their time to assess our manuscript. Your suggestions and comments are most helpful in improving our overall presentation. Below, we address your questions and concerns. For those comments that required updates to text and/or figures, we enclose a draft with corresponding changes in red.

1 Referee 1, S. Cornford

This paper presents a thorough ensemble exploration of the sensitivity of a state-of-the-art Antarctic ice flow model (ISSM) to uncertainty in near future perturbations. To my mind, it addresses the shortcomings of most previous attempts by (1) considering the whole continent (2) doing so at (I think) adequate mesh resolution (3) including a well thought out and well described experimental design. It ought to be a benchmark against which the community measure future efforts for some time. Given that, I don’t really have any substantial criticisms of this paper, just a few minor comments to make

Abstract, L11: it seems odd to say that ‘grounding line retreat... is *driven by errors* in bedrock retreat’. Rephrase?

This has been updated to read “variations in bedrock topography”.

Abstract L13: ‘endmember’ => ‘the most extreme’?. endmember seems a little ‘jargon’ for the abstract.

We have changed "endmember" in the abstract to "our most extreme".

p3, L16 ‘1km resolution at the coast’ - where is the coast - the calving front? Or the grounding line? On this note, is the region over which the GL moves generally covered by ~1km mesh spacing? Could we have a figure?
We have updated this sentence to specify that the 1 km resolution is at "... the domain boundary ... with a resolution of 8 km or finer within the boundary of all initial ice shelves". In addition, in the discussion, we have added statements to clarify our caveat that, in the interior, where the most extreme simulations migrate, our resolution is lower than 8 km (See Fig. S1 and Fig. S5), specifically on Page 17, line 27 and Page 18, line 17. In these sentences, we have also added additional references to the supplemental figures of the mesh and the extreme grounding line locations. Unfortunately, for the continental model, we were not able to run with a 1 km resolution over the entire area of extreme grounding line migration. This is something we will try to improve in the future, since it will be increasingly important. The increasing computational capacity of our cluster will help with this as well!

P4, L6 : L1L2 costs 10X SSA - this is a surprise (my own L1L2 is about 1.2X costlier than SSA), can you say why? There are two things in L1L2 that might slow you down (a) a more costly viscosity calculation (b) shorter timesteps due to the diffusion-like component of the velocity, but these a modest for me. Or is there something about your SSA that makes it very fast (e.g, how many Newton iterations are carried out per time-step) . Possibly this is described in the cited papers, but a quick summary here would be helpful.

Thank you for this question. The first thing that slows us down with the L1L2 is that we are carrying 2x the number vertices. Secondly, we have to take shorter timesteps for L1L2. Thirdly, the SSA indeed converges much quicker. This last one is not modest, specifically because UQ requires that we tighten our stress balance relative convergence tolerance - down to at least the order of $10^{-5}$. Doing so ensures that any small divergence in the sampling results is real and not indicative of noise/numerical drift. We have determined the required tolerance threshold experimentally. While this is more important when we are conducting sensitivity studies (where we forcing the model with very small deltas), we generally follow this practice for all UQ analyses in order to reduce noise. We have added a couple sentences here, noting these reasons for the difference in efficiency.

P5, L11. Do you mean that the presented results are 'simulation minus control' or something else?

Yes. We have updated the sentence to clarify that we present each result "as its simulated value minus that of its respective control simulation".

P5,L14 : You would see the vast majority of the change if the ice shelf thinned to 1m, even if the front remained the same. I think here you are adding the result of immediate collapse, rather than saying much about gradual future calving front retreat.

We have revised this statement to say that we are attempting to quantify "loss of buttressing due to ice shelf collapse".

P7,L30 'plus an epsilon of 0.01%' => 'plus 0.01%'? I think know what you mean by an epsilon, but it seems redundant, here (0.01% is a small change compared to -40%).

Where used, we have removed the word epsilon and just refer to the additive change of 0.01% as suggested.

P9, L7. If the melt rates are too great in some places and too small elsewhere, why is it reasonable? Not saying it isn’t, just that you should either say why, or not say it at all.

This is a good point. We have revised this sentence to point out the difficulty in deciding on a single value for the entire ice sheet, now reading "This dichotomy illustrates
the difficulty in designing an appropriate ice shelf melt rate perturbation experiment for Antarctica, as typically, a single offset or multiplier value is chosen to represent a generalized warming scenario”. We have also moved the approximation of maximum warming for Pine Island Glacier from the results section to this paragraph in order to inform the reader in the methods, of the extremity of a 10 times melt rate in WAIS.

P10: First paragraphs of result. A bit of rewriting is needed here. The second paragraph in particular is describing methods, rather then (say) outlining the results/structure of the results section.

We have removed the second paragraph from the results section, and have moved the statement about the efficiency of LHS sampling to the Uncertainty Quantification section in the methods. Thank you for this suggestion.

P13:first paragraph. I think here you are saying that as the number of partitions grow, you are seeing some result other than just the number of neutral outcomes grow quickly. OK, your mean is decaying, not just the spread, but I can't see from what is written what (substantive) evidence you have for that position.

This paragraph is meant only to discuss the variation in uncertainty (standard deviation between the curves). It was very confusing, because we had included a statement about a shift in the curves. We believe this is the statement you are addressing, and it has been removed. The paragraph has also been reworked to be more clear for the reader. Note that we discuss the shift in the mean of the curves and the relation to accumulation forcing two paragraphs below, so the removed statement was indeed misplaced. In this paragraph, we are noting only that with less partitions more spatial correlation are preserved, and therefore the model can dynamically respond in more extreme ways. Because of this, we find more endmember realizations with less number of partitions.

P13:L30 - looking at the figure, I thinking you are concluding that the bimodal shape comes from the melt rate UQ because only that parameter gives a bimodal distribution when considered in isolation. Should you say that outright in the text?

We have rewritten these sentences to say that the melt rate is the only variable with a bimodal distribution, and therefore, we are concluding that it is the source of this complex behavior in the all-variable distribution curve.

P17, L27: Durand, Gladstone, and others (including Seroussi, no?) have all indicated a resolution very much finer than 8km is required around the grounding line (I find ∼1km, and sometimes better, is needed for Antarctica, even with SEP treatments). But I thought (from p3, L16) that you might be at least close to this?

Near areas of high shear, we do approach 1 km, however, we do not guarantee that we reach this resolution around the grounding lines. This was simply not possible with our computational constraints, and therefore, we discuss that caveat here in the discussion. Your point, however is well taken, especially in light of our results. As discussed here, however, comparison with runs using a higher resolution mesh did not substantially change our results for the most extreme cases, particularly in WAIS which is our most sensitive region. Ideally, in the future, we will be able to run with increased resolution near the grounding line and upstream of the grounding line. As discussed above, we have rephrased the methods description of the mesh to make this more clear.

P19, L10: Is control mode drift necesarrility undesirable? The model parameters are optimized to given the present day velocity / geometry, so ought to agree with the present day observed thinning rate, which is not zero - there is comitted change to think about. Given the general nonlinearity of, say Thwaites glacier retreat, I think is is better to have the correct drift, than none.
You make a good point here. However, we have decided to ignore committed change, because the drift in our model is much larger than the committed change. During the control run, we find that thickening in the interior outweighs committed change in many places (WAIS is probably the exception), and therefore, we have decided to remove it. As discussed in the manuscript, we ran a number of comparison sensitivity experiments with various resolutions, particularly in the Thwaites region. We found that the drift was most sensitive to model resolution, while response to the forcing was relatively consistent. When subtracting out the control, results converged in an acceptable way (and after a number of iterations, this is partly how we compromised on a final mesh that would be computationally affordable and representative of a realistic change (Seroussi et al., 2017)). We have added a sentence to the discussion here to state this point more clearly.

2 Anonymous Referee 2

In this manuscript, an uncertainty assessment of the 100-year contribution to sea-level rise from the Antarctic Ice Sheet is presented. Future sea level rise is a highly important topic of great interest for the scientific community and of large societal importance. The study by Schlegel et al. uses a statistical uncertainty quantification method that has been applied previously for regional setups (e.g., Larour et al. (2012b,a); Larour and Schlegel (2016); Schlegel et al. (2013, 2015)) and is now applied to an Antarctic-wide setup. The method is based on a number of forward model runs, which are performed with a resolution of <= 8 km in ice streams and ice shelves, solving the 'SSA' using the ISSM ice-sheet model.

The authors test for the effects of uncertainties related to surface accumulation, sub-shelf melting, ice viscosity as well as basal friction on mass loss from the ice sheet. Schlegel et al. specify 'perturbation bounds' (uniform or individually for each drainage basin) for each of these variables. Using Latin Hypercube Sampling, a statistically representative number of perturbations for each variable and each region ('partition') of the model domain is determined. The perturbations are applied as step-forcings, uniformly over the corresponding partition. Based on these experiments, a statistical distribution of sea-level relevant ice volume loss after 100 years of model time is derived and analysed.

In additional experiments, Schlegel et al. test for the role of the bed geometry measurements. Their findings highlight that the details of bed geometry are decisive for grounding line movement that determines mass loss. In further experiments, they also test for the effect of an instantaneous ice-shelf collapse (however ice shelves form in regions that unground during grounding line retreat).

The manuscript is well written and provides much detail on the model experiments and the results. The methodology presented is innovative and provides valuable insights into uncertainties of Antarctic mass loss. I have only a few major comments on the manuscript:
Major comments:

- Sub-shelf melt rates // With your methodology, you find that sub-shelf melt rates are dominating the mass loss uncertainty. It would hence be great to have more information on the melt rate field you use, e.g., a figure showing a spatial map of the reference sub-shelf melt rates. How large is the spread of melt rates - within ice-shelves and in-between ice shelves? Are there regions with accretion? How do the melt rates compare to observations? How large are the melt rates near the grounding lines, which are then also applied in newly ungrounded regions? And how large are the maximum CDW values that you use to constrain the IBs for melting in the individual partitions?

We have added a table to the supplement that is meant to answer most of the questions you pose here. The table includes mean and standard deviation ice shelf melt rate values for every marine-based partition and for the present-day grounding line areas for these partitions. The table also includes regional mean estimates of ice shelf melt rates from Rignot et al. (2013) for comparison. Finally, we include the mean maximum daily cavity temperature and mean maximum daily boundary temperature (or CDW temperature) for each marine-based partition. We believe the inclusion of this table will be very helpful for the reader to better characterize our ocean forcing. Thank you for the suggestion!

We are also currently preparing a manuscript with a detailed analysis of the circum-polar model simulation used to force our control simulation, therefore we do not plan to publish a spatial map of the mean melt rates in this manuscript. However, we are happy to provide a spatial map of the results by personal communication (See Code and data availability section). In addition, we refer the reader to Schodlok et al. (2016), which shows spatial results from the same optimization procedure, but with a lower resolution grid spacing. The results used for this study generally compare well with those presented in Schodlok et al. (2016). However, we decided to use the new 9 km grid product because it better resolves melt rates in smaller ice shelves (a significant source of uncertainty, as discussed in the manuscript), and has an improved spatial pattern in some major ice shelves including melt (e.g. in Ross) and of refreeze (e.g. in Filchner Ronne, Amery, and Larsen C). This is evidenced by the good agreement against observations regionally (new Table S1), and the fact that our control simulation grounding line positions match well with observed (as noted in the text).

- UQ and partitions // Please add more details on the UQ method, its underlying assumptions, benefits and limitations, the way it is applied here and on the choice of partitions made. In previous applications of the uncertainty quantification (UQ) technique, a high number of partitions has been used (>= 500 for regional setups in Larour et al. (2012b,a); Larour and Schlegel (2016); Schlegel et al. (2013, 2015)). Since uniform perturbations are applied within each partition, increasing the number of partitions yields convergence of the resulting uncertainty distribution as long as the errors/uncertainties sampled within the individual partitions are independent, as far as I understand. But the uncertainties under future warming scenarios, e.g., of surface accumulation changes, are not spatially uncorrelated, and this is why you find a large dependency of you results on partitioning (Sect. 4.1). How does the application of the UQ in this study hence differ from the previous, regional applications (where a large number of partitions was used)? Please discuss this in the manuscript.

We have expanded the uncertainty quantification methods section to discuss a number of challenges/limitations with our methods as well as the difference between using: a large number of small, random partitions vs. the user-defined partition approach (larger partitions informed scientifically). We find that the use of many small partitions is more appropriate for sampling forcing errors (i.e. when an error map is available), when the user wants to propagate these errors through a simulation and better constrain
output uncertainties due to the input errors themselves. Climatological uncertainties are more complex, in that they are spatially correlated and tend to be associated with a much larger spread (uncertainty). The use of many small partitions, in our opinion, artificially restricts the bounds of our sea level diagnostic (as evidenced by the results we present using different numbers of random partitions). These results inspired us to create geographical partitions, but we also included in the manuscript results from the various partition configurations in order to emphasize the impact of experimental design. As discussed in the manuscript, we feel that geographical partitions are more appropriate for our purposes, though our partition choice is surely debatable (and, we hope, improved during future studies). We have now expanded upon this point in the uncertainty quantification section.

Also, we now elaborate on how this study is different from those conducted in the past using ISSM-DAKOTA sampling, and note that in the future, users will need to consider their scientific questions when designing experiments and choosing partitions. In the discussion, we have added some statements expanding upon the limitation of using a step function, as done here. While currently, we do not have temporally-based sampling, it is possible to perturb a transiently forced forward simulation. While out of the scope of this study, we hope to pursue such an analysis in the future.

Since the IB experiments based on partitions derived from drainage basins are expected to yield more realistic estimates, it would be highly interesting to understand the effect of partitioning in these experiments: if you do not split drainage basins in high surface elevation regions and low surface elevation regions, how does this affect your results (e.g., in the IBMeltOnly and IBAccumOnly experiments)? And how are the results affected by combining the partitions relating to the same ice shelf or region (e.g., 7 and 8 for FRIS, 10 and 11 for Ross or 1, 2 and 6 for the Antarctic Peninsula)?

For the IB experiments, combining using the current bounds is a bit tricky, because in many cases the different regions are assigned different bounds. This is one of the reasons why we use the UB experiments instead, to test the effect of partition choice. Changing the bounds when combining partitions would have its own effect on the final distribution, and this would make it more difficult to actually isolate the effect of partition choice. For example, with the current partition experiments shown here, we have already detected a drift caused by accumulation forcing, which in a sense complicated our analysis (as discussed at the end of the effects of partition choice section). However, with regards to the current IB sampling results, we would like to point out that the distributions shown do already include realizations where changes in proximal regions correlate with each other (which would be the imposed constraint if partitions were combined). They just also happen to include a number of samples where these partitions do not correlate, as well.

Therefore, our results do offer enough information to hypothesize about your interesting questions. With regards to IBAccumOnly, what we did learn from the partition experiments is that combining regions for accumulation sampling decreases the mean SLE contribution, since over a short (100 year) timescales mass storage dominates over ice dynamic response to accumulation change. With regards to the MeltOnly experiments, combining neighbors results in a smaller subset of neutral samples (when the regions may cancel each other out) and allows for a larger subset of endmembers (when the regions combine), so we expect an overall larger spread in uncertainty as partitions are combined. When combining low elevation and high elevation partitions within the same basin, we expect the expansion of right SLE distribution tails to be affected even more, as the dynamic response of the upper partition would be highly dependent on the grounding line retreat of the lower partition. We have added some sentences in the discussion to summarize these results and to point out the limitations of our strategy results.

This is definitely a very interesting and complex part of designing UQ studies for pro-
jections, and should be investigated further. We look forward answering these ques-
tions in the future, using an experimental setup to isolate these phenomena. Certainly,
choosing an appropriate partition configuration is very important now, as discussed in
the manuscript, and will become more important as this method matures. We have
added to the uncertainty quantification methods section, to explain why we chose our
particular configuration, in that sampling of all variables together requires a reconciled
experimental design.

Minor comments

- page 1, line 13: Maybe omit 'instantaneous' here, since you do not test for ice-shelf
  collapse during the model run and your statement could be read to say 'it is not possible
to achieve > 1.2 meters with a collapse during the run'.

Thank you for this suggestion. We have removed the word 'instantaneous'.

- page 1, line 14 and line 17, page 2, line 25,...: Using the term ‘scenario’ could be
  misleading. I did understand this first in the sense that you are making projections of
Antarctica’s future sea-level contribution, while you are, in fact, assessing uncertainties
by using idealized, step-forcing experiments.

We have updated the manuscript to reflect this suggestion. Scenario is now used
only to describe IPCC realizations or projections. We now refer to our IB and UB
scenarios as ‘experiments’, and have changed the wording in other cases using the
term 'scenario' throughout the manuscript.

- page 1, line 15: Maybe combine the sentences to make clear that this estimate is
  linked to the UB experiment?

In the abstract, these sentences have now been combined.

- page 2, line 6: Maybe add that 30cm was the upper bound in Ritz et al. (2015) and
  that > 1m was found for RCP8.5 by DeConto and Pollard (2016).

We have updated this sentence to reflect the fact that these two studies used different
warming scenarios, and that the Ritz et al. (2015) upper bound was reported as 30 cm.

- page 3, line 18: What do you mean by ‘coast’ - the grounding line or the ice front?
  How large is the resolution around the grounding line (see also page 17, line 21). How
  is the resolution in areas where the grounding line retreats during the model run? Do
  you refine your mesh during grounding line retreat?

We have updated this sentence to specify that the 1 km is along the domain boundary
and also along the shear margins. We do not have the capability to refine our mesh
through time, so the resolution stays fixed as represented in Fig. S1. Please see our
above response to Reviewer 1, regarding this issue. We have added a number of
statements throughout the text to clarify that our interior mesh resolution is lower than
8 km, and that this is a caveat that should be considered by the reader.
- page 3, line 5: What model parameters do you use, e.g., related to Glen's flow law or the Budd-type friction law?

Details regarding the friction law used, and Glen's flow law exponent have been added to the text here.

- page 3, line 29: Why do you invert for ice viscosity in the floating areas instead of applying the same procedure as for the grounded areas (assuming thermal steady state)? Does this introduce jumps in ice viscosity across the grounding line?

We invert for ice viscosity in order to constrain the surface velocities of the ice shelves, after common practice for realistic forward runs using ISSM in Antarctica (e.g. Seroussi et al. (2017)). Since there is no basal friction on ice shelves and ISSM does not use an enhancement factor, this is how we constrain the ice shelf velocities. This step results in velocities that look as close as possible to observed. This inversion technique takes into consideration more than just temperature in determining ice shelf rigidity, and as discussed in the manuscript, it can also represent damage in our formulation (Borstad et al., 2013). This field can indeed be discontinuous, and in some cases there are jumps in ice viscosity across the grounding line. With regards to this study, since we focus on grounding line retreat, we do not anticipate that our results would vary dramatically if we constrained ice shelf velocities using a different technique.

- page 4, line 21: Are the exchange parameters optimized per shelf or per region or continentwide?

The exchange parameters are optimized per shelf. We now specify this in the text.

- page 4, line 32: Please clarify the 'large melt multipliers in the ice sheet interior'.

We agree that this sentence does not make much sense. We have revised it to explain that our nearest neighbor schemes likely "over-estimate interior melt rates, leading to overly aggressive grounding line retreat, especially in the ice sheet interior".

- page 5, line 5: Are there regions where the grounding line advances? How do you specify basal friction in these areas?

There are some places where advance occurs, but as noted, only minor changes are observed. Friction is specified in all areas through inversion techniques (as done for the grounded parts of the ice sheet). For the basal friction inversion, these areas are assumed to be grounded and maintain an observed surface topography.

- page 5, line 19: This is a very interesting and important assessment. I wonder if (just for curiosity, if you did not do this, I do not ask you do to so): did you also compare to the original Bedmap2?

Yes, we did run with the original Bedmap2. Results were similar to the results presented here for the Bedmap2/MC: enough so that they were not really worth showing. If we can run in the future with much higher interior mesh resolution, we may be able to detect significant differences, which would indeed be very interesting!
- Section 2.4: Please give more details on the underlying assumptions, capabilities and limitations of the UQ method.

As discussed above (in response to the major comment) and in our responses below, we have expanded upon our UQ method in this methods section, the effect of partition choice results section, as well in the discussion paragraph that notes limitations associated with partition configuration and step function forcing. We hope that these additional sentences now offer satisfactory details about the ISSM-DAKOTA framework and the UQ strategy applied here (and associated assumptions).

- Section 2.4: In this section you relate to 'errors' in the model boundary conditions (e.g., lines 21, 24, 28). This might be confusing the reader since you quantify the effect of uncertainties in the variables rather than errors.

We have changed the reference to errors in this section to be 'uncertainties' instead.

- page 5, line 23: Reading your manuscript, I did understand that you use Latin-Hypercube sampling and not Monte-Carlo sampling (also stated in the abstract)?

We have removed references to Monte-Carlo style sampling in the manuscript.

- page 5, line 27: You state that you assume a uniform distribution of uncertainties to sample the tested variables (sub-shelf melt rates, surface accumulation, ice viscosity and basal friction). This sounds reasonable given that we do not know how future greenhouse gas emissions evolve or which RCP scenario is most likely and how boundary conditions change in the future. Could you elaborate more on this in the manuscript: why did you chose this type of distribution and how does this affect your results, e.g., in comparison to using normal distributions?

Here, we have expanded our discussion about the uniform distribution. We have added some sentences describing our justification for our choice, and have discussed that we believe, because of the use of LHS, our results would not greatly differ if we chose a different forcing distribution (i.e. normal). Past experience with LHS suggests that for forward simulations, results of sampling with either distribution does not greatly change our results (Schlegel et al., 2013). However, since our goal is to better quantify the probability of endmember occurrence (or the 95% confidence interval), we believe that uniform sampling is the most appropriate choice.

- page 5, line 31: Is there a specific reason that partitions should have equal areas? And how does it affect the IB-results that the GP do not have equal areas?

The partitions do not have to be equally weighted, but because our mesh is anisotropic, a random sampling by independent vertices would numerically weight every vertex unequally. Therefore, our practice is to sample by equal area to eliminate biases. This is discussed and tested by Larour et al. (2012b). Such a practice is most important when one wants to eliminate spatial correlations. However, as discussed in the next paragraph, we believe that for the purpose of future projections, it is likely important to represent some spatial correlation. At such a large scale, it certainly does affect the IB results that the GP is not equal area, since some basins will technically be 'weighted' more than others. However, we feel this is more realistic considering our restrictive knowledge about the future. We feel this is actually one of our more interesting outcomes from the study presented here, and it will certainly shape our methods
for continental-scale UQ in the future! In the text, we have rephrased these sentences and added a reference for clarity.

- page 6, line 3: Please explain.

In this section, we have expanded upon our explanation of how we choose the geographic partitions, including inference of climate forcing change for all the variables that informed our partitioning.

- page 6, line 11: Could you solve the problem of how to define reasonable partitions by specifying forcing scenarios for the variables (where possible, e.g. for the surface accumulation based on RCP scenario projections) and by using the UQ method to quantify uncertainties imposed on these?

Our partition choices were, to an extent, based on warming scenario results as noted in the IB bounds determination section. Yet, because we need to choose partitions that represent variability for all forcing variables being sampled, choosing appropriate partitions is not a straightforward task. This is especially the case considering that, informed by our partition analysis, we have decided to maintain the spatial correlation of ice flow within drainage basins for this study. The restriction of the same partitions for all variables is definitely a limitation in our method, and we have now noted this in the text. Due to this study, many questions have now surfaced about experimental design for UQ analysis, and how to answer them appropriately. In the future, answering these types of questions could constitute its own area of investigation. Because ISSM is open source, it has the potential to be a community effort, and will likely require much more analysis beyond what is presented here.

- page 7, line 24: Can you give an estimate to what amount of surface warming this extreme scenario corresponds?

We have added a statement that surface water requires a warming of about 30 degrees C in the interior and 5 degrees C along the margins of the ice sheet.

- page 9, line 5: How large do melt rates of FRIS and in the Amundsen sea get?

Please see Table 2, which notes the mean upper melt rates for every partition for both the UB and IB experiments.

- page 9, line 15-20: You could state here, that these bounds also encompass all RCP projections (if this is correct). This would underline that you are not only interested in the strongest emission scenario, but that you quantify uncertainties encompassing all scenarios.

We have added a sentence in this paragraph noting that our IB upper and lower accumulation bounds encompass the full spread of all projections.

- page 10, line 17: Is it valid to assume that variables can be sampled independently from each other and that partitions can be sampled independently? Please add a discussion.
This paragraph has been removed from the manuscript, as suggested by Reviewer 1, and we agree that the wording repeats (and complicates) the explanation of our methods. As described in the methods, each variable is sampled individually, as well as synchronously, so ‘independently’ is indeed a misleading word to use in this context.

- page 13, line 7: mass ‘gain’ instead of ‘loss’.

Thank you. We have updated this to read ‘gain’.

- page 13, line 31: The bi-modality is very interesting - do you have further hints on how this arises? Is it linked to instability within a specific basin or ice stream?

Yes, this behavior is linked to instability within a subset of regions. To truly diagnose and illustrate this phenomenon, we need to conduct a spatial analysis which is out of the scope of the investigation presented here. We are working on this analysis for a separate publication, as we also find it to be a very interesting result!

- page 14, line 26: How large are melt rates around the grounding line in your control run?

We have added a table in the Supplementary material. This new table gives information for mean melt rates and standard deviation within each partition as well as the rates at the grounding line.

- page 14, line 29: How does the mean SLE from the Amundsen Sea Region for the IB experiment compare to observed rates of sea-level rise (e.g. Shepherd et al. (2018))?

Thank you for this suggestion. The mean SLE contribution is 6 mm over the 100 year simulation. We have added a sentence to note that this value is equivalent to the acceleration in mass loss already observed during the last decade in WAIS.

- page 14, line 35: The intrusion of relatively warm water into the Filchner-Ronne ice shelf cavity has been found possible within the second half of the 21st century for the RCP8.5 scenario (Hellmer et al., 2012). This would be much later than in the step forcing experiments applied here - how is this reflected within your uncertainty quantification method?

This is a good point. Our method does not yet test the timing of an extreme change in climate forcing. Instead, our endmembers represent the most extreme realizations possible within 100 years (simultaneous and instantaneous change), and they are maintained for a century. We have added a note in the methods section to emphasize that our forcing is a step function. In addition, we have rephrased this sentence to point out that our forcing is based on ocean sensitivity experiments that reveal sensitivity to Ronne Ice Shelf melt rates, similar to that suggested by Hellmer et al. (2012). Finally, in the discussion, where we discuss the step function potential overestimation of SLE contribution, we have added a statement about future use of this framework to quantify uncertainty in more complex, forward simulations forced with warming scenarios.
- page 15, line 3: Could you add a figure with an example for grounding line migration?

We have expanded the Ronne region in the supplementary figure, and grounding line migration that is included. The expanded region should now be sufficiently large enough to show extreme grounding line changes in Institute and Möller Ice Streams.

- page 15, line 16: Maybe reformulate this to ‘subsequent reduction in buttressing’. The current formulation might cause misunderstanding, since you account for the reduction of buttressing through changes in sub-shelf melting.

The text has been updated as suggested.

- page 17, line 8: Please explain what you mean with ‘well-behaved’ and ‘normally’? Does this relate to the next sentence about the bimodal structure?

We have updated this sentence to say that the SLE curves are normally distributed, even though we are forcing with a uniform distribution.

- page 17, line 15: E.g., shorten to ‘... bedrock geometry and ice-shelf buttressing, which determine grounding line stability.’

Thank you. This sentence as been changed as suggested.

- page 18, line 10: Why does your reasoning presented here for the UB experiments (lower resolution provides less bed geometry details and this yields more SLE) not apply to the IB experiments?

We have revised this paragraph to specifically describe the difference between the low resolution IB and UB results, including the fact that FIG and Wilkes Land grounding line are highly affected by the resolution of the bedrock geometry. Therefore, these areas are more stable in our lower mesh resolution, less extreme IB simulations.

- page 19, line 14: Another process missing might be isostatic rebound, as recent evidence suggests Barletta et al. (2018).

We have added a sentence noting that we are not considering solid earth feedbacks here.

- Appendix A, page 21, line 31: This setup was created as an idealized version of the cavity underneath Pine Island Glacier ice shelf. Did you test also for cavity sizes and shapes comparable to FRIS?

Because initial sensitivity experiments suggested that temperature effects dominated over both cavity size and shape, we did not test for a FRIS style cavity size and shape. This decision was made largely because, due to computational restrictions, we had to prioritize our ocean simulations. However, as a compromise we did expand the tested
temperature range (-2C to +3C), which based on our initial sensitivity experiments, we deemed adequate for realizing the sensitivity of both cold and warm water ice shelves.

- Appendix A, page 22, line 5: 'average ice shelf melt rate'?

We have added the word 'average', as suggested.

- Appendix A, page 22, line 23: Please clarify 'that does not artificially restrict ice flow.

This sentence now specifies that the melt rates are restricted to values that do not "result in ice mass removal that exceeds the local mass balance between the divergence of ice flow and surface mass balance".

- Table 2: Please specify 'mean max melting rate'.

The caption for this table now specifies that, "The mean upper bound melt rate is equal to the maximum melting rate multiplier times the control ice shelf melting rate values, area averaged over the initialization ice shelf area within each margin partition."

- Figure S1: The upper panel looks squeezed in y-direction. The line colors to indicate the sectors in the lower panels are hard to see.

We have updated this figure such that the axes are now the same as our other Antarctica figures. In addition, we have thickened the lines for the regional boxes, such they should be much easier to see now.

- Figure S5: It is hard to see the grounding line positions, especially the initial position.

In these figures, we have updated the color scheme, thickened the grounding position lines, and have changed the color of the initial position to yellow. The information in these plots should now be much easier for the reader to see.

Technical issues

- page 4, line 1: remove 'are' before 'described'.

'are' has been removed from the manuscript.

- page 10, line 7: 'actual uncertainty'

'actually' has been changed to 'actual', as noted
- page 17, line 10: There is a verb missing in `.., as evidence by..'.

This sentence has been updated to read "Specifically, forcing with extreme ice shelf melt rate bounds results in a total AIS SLE contribution distribution that is bimodal, which illustrates the dynamic complexity of grounding line response."

- page 20, line 12: This sentence is doubled.

We have removed the second part of this sentence that is repetitive. It is now updated to read "In contrast, our more plausible IB scenario results show relatively minor contribution from the Amundsen Sea."

- page 21, line 29: 'setup'

This change has been made as suggested.
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