1 General comments

In this study, Bolibar and co-authors train various machine learning algorithms to compute the surface mass balance (SMB) of 32 glaciers in the French Alps. The paper is well written, timely (machine learning is a trendy topic and will continue to be so in the future), and is an interesting read. Its focus is solely on model development and performance, without application or discussion of model output: therefore, Geoscientific Model Development could have been a better venue for such a study.

I am sympathetic towards the main premise of the paper, which is to demonstrate the suitability of deep-learning for SMB modelling, and the open-source tools provided with the paper further increase the relevance of the paper as an example for future studies to build upon. However, I have some concerns with the current (unclear) focus of the study and certain methodological aspects, which I believe need to be addressed before publication.

We would like to thank Fabien Maussion for his thorough, constructive and generally positive review, which raised very interesting questions regarding glacier modelling. We believe that it has helped to revise certain methodological aspects as well as to bring interesting new elements in the discussion. All comments from the review have been responded individually.

Regarding the journal choice, as it will be later discussed in GC3, “The Cryosphere” has been chosen over “Geoscientific Model Development” in order to focus more on the application and feasibility of a machine learning approach for SMB reconstruction and simulation, coupled with a glacier geometry update component, rather than the presentation of a new glacier evolution model. ALPGM has been developed as a tool during the first year of the main author’s (Jordi Bolibar) PhD thesis. Therefore, we believe that the interest of the chosen approach (deep learning SMB modelling) prevails over the general interest of the model and code itself. Since the machine learning SMB modelling approach requires to re-train the model(s) for other regions, the most interesting part is the methodology itself, and not the fitted parameters that are, after all, specific to each geographical region. ALPGM being open-source, can be easily re-used, but a limited amount of time was dedicated to creating easily re-usable code and interfaces, needed for a readily shareable glacier model. This kind of purely software engineering tasks are extremely time consuming, as the reviewer will know from his own experience with OGGM. Therefore, we preferred to discuss the approach itself (the main topic of the article) which can be re-used by everyone (with or without our code) rather than making the presentation a model which is far from being “plug-and-play” applied to other regions. In that sense, the aim of this paper is to present the approach and methodology that will be used in future studies to simulate SMBs and the evolution of glaciers in the French Alps (the goal of Jordi Bolibar’s PhD thesis).
1.1 GC1: the use of glaciological predictors

Currently, the statistical models have the possibility to train on certain topographical predictors (more specifically: Mean glacier altitude, Slope of the lowermost 20% glacier altitudinal range, Glacier surface area). These predictors are time-dependent and extracted from DEMs and inventories at various times during the study period. Regardless of the fact that these data are very unlikely to be available in such a precision for many other regions of the world (and certainly not for past and future glacier states outside the observation period), using them as explanatory variables poses a serious conceptual problem: these variables are meant to be simulated by the full model (SMB + glacier evolution), thus contradicting the need for a glacier evolution model in the first place. I see three ways out of this chicken and egg problem, all with drawbacks and likely to affect the accuracy of the model:

(a) use time-independent predictors such as a constant area (probably a bad idea because this will raise model validity problems for longer simulations)

(b) show that your full model is able to simulate those, and then use the modelled ones as input data for the next year in the “model application period” (i.e. your statistical model will have to be called in yearly time steps). This is possible but will require some thinking about how to validate the procedure.

(c) don’t use them at all (simplest)

Regardless of your choice, the study will have to be adapted to this change. Note that I saw that the predictors weren’t chosen by the Lasso model, but: (i) you don’t know if they aren’t chosen by the cross-validation models, and (ii) because I’m unsure how the predictor selection for the ANN really works I don’t know if they play a role there.

These aspects of the functioning of the model and its specific behaviour appear not to be clear enough in the manuscript, so we reworded parts of the manuscript to clarify ALPGM’s approach when dealing with the topographical predictors. In a nutshell, ALPGM already uses the technique (b) suggested by the reviewer, but only for the “glacier evolution” component: it learns from interpolated topographical data, as predictors are not necessarily available at each time point, but it is able to simulate glacier-wide SMBs iteratively year-by-year by propagating a newly computed glacier-wide SMB in the model to generate updated topographical predictors for the next year. In more details:

1. In the “glacier-wide SMB modelling” component, which works totally independently from the “glacier evolution” component, the glacier-wide SMB machine learning models are trained based on the historical data available. Topographical and climate data for every year and glacier available in the region of interest is collected. As shown in our case study of French alpine glaciers, the climate data comes from the SAFRAN reanalysis, which is computed for each glacier at its centroid, and the topographical predictors come from the 1967, 1985, 2003 and 2015 glacier inventories (Gardent et al., 2014, with 2015 update). In order to have topographical data for each year, the topographical variables are linearly interpolated between inventories. This is indeed an
approximation and a hypothesis, but as we show throughout the extensive cross-validation, such approximation is enough for the model to understand the relationship between these variables and the glacier-wide SMB. With all this data, the machine learning glacier-wide SMB models are trained and cross-validated using LOGO, LOYO and LSYGO. Therefore, glacier-wide SMB machine learning models are trained with all the training data at once, and then tested on the residual test data for each of the cross-validation folds. After cross-validation, a SMB model is chosen for the spatial, temporal and spatiotemporal dimensions and it is stored as a file which will be later called in the “glacier evolution” component.

2. In the “glacier evolution” component, responsible for coupling the simulated glacier-wide SMBs and the geometry update, these topographical variables are computed differently in order to allow the simulations to be carried out for time periods and glaciers outside the historically observed ones. For each glacier in the region to be simulated, Farinotti et al. (2019) ice thickness and DEM glacier-specific rasters are retrieved for the starting date of the simulation (2003 in our study case). Then, in a loop, for every glacier and year, the topographical predictors are computed from these raster files. Then, the climate predictors at the glacier’s current centroid are retrieved from the climate data (e.g. reanalysis or projections) and with all this data the input topo-climatic data for the glacier-wide SMB is assembled. Then, the glacier-wide SMB for this glacier and year is simulated, which combined with the glacier-specific $\Delta h$ function allows to update the glacier’s ice thickness and DEM rasters. This process is repeated in a loop, therefore updating the glacier’s geometry with an annual timestep and taking into account the glacier’s morphological and topographical changes in the glacier-wide SMB simulations. For the simulation of the following year’s SMB, the previously updated ice thickness and DEM rasters are used to re-calculate the topographical parameters, which in turn are used as input topographical predictors for the glacier-wide SMB machine learning model.

This iterative process of re-calculation of topographical predictors before the simulation of the glacier-wide SMB for every year is done in the glacier evolution component, which is intended to be used for glaciers and time periods from the year 2003 onwards. Indeed, since the ice thickness database is based on this year, full simulations with the coupling of the glacier-wide SMB component and the glacier evolution component can only be run from this year onwards. This constraint is however not important for the goal of our general project, which is to be able to simulate the future evolution of French alpine glaciers.

Indeed, few regions in the world have the wealth of data available in the French Alps, especially regarding the multitemporal glacier inventories. Nonetheless, these could be obtained differently in other regions, using global or multiple DEMs covering the region of interest. Moreover, as it is discussed in GC2, the glacier-wide SMB model has proved to still work without any topographical predictors. This aspect is discussed in detail in our reply to GC2.

Regarding Fabien Maussion’s comment on the predictor selection procedure, it is discussed in detail in the Specific comments from P8 L1 and P16 L2.
In order to increase the clarity on how the topographical predictors are computed and their different sources, the following changes have been made:

- In Sect. 2.1 “Model overview and workflow”:

  “2. The SMB machine learning component retrieves the preprocessed climate predictors from the stored files, retrieves the topographical predictors from the multitemporal glacier inventories, and then it assembles the training dataset by combining all the necessary topo-climatic predictors. A machine learning algorithm is chosen for the SMB model, which can be loaded from a previous run or it can be trained again with a new dataset. Then, the SMB model(s) are trained with the full topo-climatic dataset. These model(s) are stored in intermediate files, allowing to skip this step for future runs.”

  “5. Once all previous steps have been run, the glacier evolution simulations are launched. For each glacier, the initial ice thickness and DEM rasters and the glacier geometry update function are retrieved. Then, in a loop, for every glacier and year, the topographical data is computed from these raster files. The climate predictors at the glacier’s current centroid are retrieved from the climate data (e.g. reanalysis or projections) and with all this data the input topo-climatic data for the glacier-wide SMB model is assembled. Afterwards, the glacier-wide SMB for this glacier and year is simulated, which combined with the glacier-specific geometry update function allows to update the glacier’s ice thickness and DEM rasters. This process is repeated in a loop, therefore updating the glacier’s geometry with an annual timestep and taking into account the glacier’s morphological and topographical changes in the glacier-wide SMB simulations. For the simulation of the following year’s SMB, the previously updated ice thickness and DEM rasters is used to re-calculate the topographical parameters, which in turn are used as input topographical predictors for the glacier-wide SMB machine learning model. If all the ice thickness raster pixels of a glacier become zero, the glacier is considered as disappeared and is removed from the simulation pipeline. For each year, multiple results are stored in data files as well as the raster DEM and ice thickness values for each glacier.”

- Fig.1 in Sect. 2.1 “Model overview and workflow”, has been updated to indicate the fact that the annually updated topographical predictors are used as input for the glacier-wide SMB model:
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In Sect. 3.1.2 “Topographical glacier data and altimetry”, the following changes have been added to clarify the source of topographical data at different steps of the model:

“The topographical data used for the training of the glacier-wide SMB machine learning models is taken from the multitemporal inventory of the French Alps glaciers (e.g., Gardent et al., 2014) partly available through the GLIMS Glacier Database (NSIDC, 2005). We worked with the 1967, 1985, 2003 and 2015 inventories (Gardent et al., 2014, with 2015 update). Between these dates, the topographical predictors are linearly interpolated. On the other hand, in the glacier evolution component of ALPGM (Fig.1, step 5), this topographical data is re-computed every year for each glacier from the evolving and annually updated glacier-specific ice thickness and DEM rasters (Sect. 3.1.3). Since these raster files are estimates for the year 2003 (Farinotti et al., 2019 for the ice thickness), the full glacier evolution simulations can start the earliest at this date. For the computation of the glacier-specific geometry update functions, two DEMs covering the whole French Alps have been used: (1) one from 2011 generated from SPOT5 stereo-pair images, acquired on 15 October 2011; and (2) a 1979 aerial photogrammetric DEM from the French National Geographic Institute (Institut Géographique National, IGN), processed from aerial photographs taken around 1979. Both DEMs have an accuracy between 1 and 4 meters (Rabatel et al., 2016), and their uncertainties are negligible compared to many other parameters in this study.”

Finally, in order to prove that the model, combining the glacier-wide SMB model and glacier evolution components, can successfully simulate the evolution of the topographical parameters and their feedback we have performed a specific
test for this. From the year 2003 until 2014, we have run the glacier-wide SMB simulations for the 32 case study glaciers, first with the topographical predictors coming from the interpolated multitemporal glacier inventories (used during the training of the SMB model), and then with the full glacier evolution model, with the Farinotti et al. (2019) ice thickness and DEM raster files. When comparing the results of these simulations, their differences are minimal, mostly coming from the differences between input data (higher resolution DEMs and data from the glacier inventories vs. lower resolution data from Farinotti et al. 2019). For the 2003-2014 period, we obtained very similar performances: an average RMSE of 0.49 m.w.e. a⁻¹ using the multitemporal glacier inventories and an average RMSE of 0.52 m.w.e. a⁻¹ using the full glacier evolution model with the Farinotti et al. (2019) raster data.

This test, its results and the discussion elements have been added as a new section in the supplementary material, plus a new figure (S6):

3. Topographical glacier-wide SMB predictors

Since topography plays a role in the glacier-wide SMB signal, besides the climate, the representation of the glacier’s topography is important in order to correctly simulate its glacier-wide SMB and its geometrical evolution. As explained in Sect. 2.1 “Model overview and workflow” and Sect. 3.1.2 “Topographical glacier data and altimetry”, the source of the topographical predictors used for the simulation of glacier-wide SMB is different at different steps of the glacier evolution simulation chain. Two cases exist:

1. For the machine learning training of the glacier-wide SMB models, which is performed on historical data, all topographical data comes from the multitemporal glacier inventories (Gardent et al., 2014, with 2015 update). In order to have an annual timestep, topographical data from these inventories are linearly interpolated.

2. For the full glacier evolution simulation, coupling the glacier-wide SMB component with the glacier geometry evolution component, the model must be capable of generating all the input topographical predictors even for non-observed glaciers and future periods. For every glacier and year, all the topographical predictors are computed from the updated glacier-specific ice thickness and DEM raster files from Farinotti et al. (2019), which then are used to simulate a single glacier-wide SMB for that glacier and year. Then, this glacier-wide SMB together with the glacier-specific geometry update function are used to update the glacier’s geometry and their respective ice thickness and DEM rasters. For the next year, all the topographical predictors are recomputed with the updated raster files, and this process is repeated in a loop with an annual timestep. Therefore, the glacier-wide SMB model is called with an annual timestep, simulating only single values in order to take into account the evolution of the glacier’s topography.

In order to show that the glacier geometry update component, coupled with the glacier-wide SMB simulation component can successfully simulate the evolution of the topographical characteristics of glaciers in the region, a specific test was designed. Using the same validation period as in Sect. 3.2 (2003-2015), we ran parallel simulations of
glacier-wide SMB for all the 32 case study glaciers. The first simulation was done using case (1) with the multitemporal glacier inventories data, and the second one was done following case (2) with the full glacier evolution model and the Farinotti et al. (2019) raster files. The results of both simulations were really similar, revealing only small differences. On average, the simulated glacier-wide SMBs for this period differed on 0.069 m w.e. a\(^{-1}\), due to the differences in the input topographical predictors, which are computed from different datasets (Fig. S6). Moreover, the performances of both simulations for this period are very similar, with a RMSE of 0.49 m.w.e. a\(^{-1}\) for case (1) and 0.52 m.w.e. a\(^{-1}\) for case (2). The results with all the differences between the simulated glacier-wide SMB values and input topographical values are summarized in Table S1:

<table>
<thead>
<tr>
<th>Variable (multitemporal inventories vs. full glacier evolution)</th>
<th>SMB simulated</th>
<th>Slope</th>
<th>Average elevation</th>
<th>glacier area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean difference</td>
<td>0.069 m.w.e a(^{-1})</td>
<td>1.8°</td>
<td>31.3 m</td>
<td>0.2 km(^2)</td>
</tr>
</tbody>
</table>

**Table S1:** Differences on simulated glacier-wide SMB and topographical predictors between a simulation using interpolated topographical predictors from the multitemporal glacier inventories and the full glacier evolution simulations including the coupling of the glacier-wide SMB with the glacier geometry update.

The only striking difference is perhaps the difference in simulated areas. This is mainly due to the fact that the Farinotti et al. (2019) dataset uses the RGI v6, which for the largest glaciers of Argentière and Mer de Glace, overestimates its surface area (from 32 to 34 km\(^2\) for Mer de Glace in 2003). The differences in slope are explained by the fact that this variable is not included in the multitemporal glacier inventories (Gardent et al., 2014), therefore it has been computed once with a global DEM and kept constant for each glacier throughout the years for the training of the SMB model. On the other hand, in order to include the long term effects of glacier morphology changes in the glacier evolution simulations (glacier-wide SMB simulation + glacier geometry update), the glacier slope is re-computed with an annual timestep and it evolves through time. Therefore, there are small differences for certain glaciers whose slope has evolved during this period, thus accounting for the differences with the fixed value used for the training of the SMB model.

This test serves to prove that the full glacier evolution simulations in ALPGM are capable of reproducing the topographical predictors used for the training of the glacier-wide SMB machine learning models. Moreover, this test also helps to prove that ALPGM can correctly simulate the topographical evolution of glaciers, which allows to capture the topography induced feedback, which plays a role in the simulation of glacier-wide SMBs.
Figure S6: Comparison of glacier-wide SMB simulations (2003-2015, 32 case study glaciers) using topographical predictors from the multitemporal glacier inventories (Y axis) vs. using the full glacier evolution simulations in ALPGM with the Farinotti et al. (2019) ice thickness and DEM rasters (X axis). Average difference = 0.069 m.w.e. a⁻¹

1.2 GC2: glacier wide mass-balance

The model is trained to reproduce glacier wide mass-balance (or “specific MB”). Glacier wide mass balances are dependent on the altitude-area distribution of the glacier and therefore are not only dependant on climate but also on the glacier’s dynamical response to current and past climates. This has been discussed elsewhere and in another context (e.g. https://doi.org/10.5194/tcd-4-2475-2010) and there are good arguments for both sides, but I still can’t believe that predicting glacier wide mass-balance is a good idea for a glacier evolution model.

For example, consider this idealized glacier response to a step climate change:

Source and context: https://oggm.org/2017/10/01/specmb-ela

In this perfectly linear SMB framework (linear gradient, linear response to step change), the simplest of the statistical models could simulate the xed-geometry SMB (or even any point SMB) perfectly, but it would completely fail to simulate glacier-wide SMB, which requires knowledge about past glacier states and evolution. This is an extreme case, but still raises questions about this study (even in the relatively short period considered here).

The large-scale glacier evolution models I am aware of use either an altitude-dependant SMB (e.g. OGGM, GloGEM, PyGEM) or parametrize this non-linear response in their SMB model (Marzeion et al., 2012). I think that it is too late to change this in your framework at this time, but I strongly recommend to explore other approaches for future studies based on ALPGM. If your model ever intends to simulate many glaciers over long periods, I think that this effect should be treated explicitly (or
it should be shown that the “black-box” ANN can properly deal with the full-glacier problem as suggested in the discussion section). Regardless of your choice, this point needs to be discussed in the paper.

This comment raises interesting questions on many levels. As the reviewer mentions, the discussion of glacier-wide vs. point/altitude-dependent SMB is a widely discussed topic in the glaciology community. Indeed, glacier-wide SMBs contain not only information on climate but also on the glacier’s surface area and topography. Therefore, if a statistical model attempts to simulate glacier-wide SMBs based solely on climate data, it will be missing some information. How important this information actually is, is the main topic of debate, addressed in the two comments from Leclercq et al. and Huss et al. on Huss et al. (2010), as well as in Huss et al. (2012) “Conventional versus reference-surface mass balance”.

In most glacier evolution models, SMBs are simulated at different altitudes in order to integrate them in the spatialized modelling framework which takes into account glacier dynamics and ice flow. Nonetheless, this is not necessary when using a glacier geometry update parameterization like the $\Delta h$ parameterization, as only the total glacier mass annual variation is needed to be redistributed by the $\Delta h$ function. Therefore, here we chose to work with glacier-wide SMB data due to the fact that in the French Alps there is much more glacier-wide SMB data available (Rabatel et al. 2016) than altitude-dependent or point SMB, essential for training machine learning models. In order to correctly simulate glacier-wide SMB, we included topographical variables that intervene in determining the glacier-wide SMB of glaciers in the French Alps, based on a literature review and on a sensitivity statistical analysis (Sect. “3.2.1 Selection of predictors”). Consequently, our glacier-wide SMB machine learning models do take into account these topographical parameters.

In order to verify these concerns raised by the reviewer, we remade from scratch the causal analysis using Lasso, but this time, no combination of topo-climatic predictors was used. We believe that using linear combinations of topo-climatic predictors increases a lot the number of input predictors, which in turn reduces their relative weight, making the causal analysis and the statistical inference more difficult. Moreover, since the ANN does not take topo-climatic combinations of predictors as input, this new subset of predictors used for the causal analysis is more representative, despite being linear, of the relationships the ANN must be using internally. In this new analysis, the results are similar to the previous causal analysis (Fig. 5). Climate predictors still appear, by far, as the most relevant predictors, with accumulation-related predictors having more importance than ablation-related predictors. Topographical predictors appear to have a minor importance, but they do play a role. Combined, they account for around 3.5% of importance, including the slope of the lowermost 20% altitudinal range, latitude, longitude, area, mean glacier altitude and aspect (Fig. 5). These results are coherent with the spatiotemporal analysis of the glacier-wide SMB signal in the European Alps from Vincent et al. (2017) and Huss (2012), as well as the results from our block cross-validation. The temporal variability of the glacier-wide SMB signal is determined by climate, being the most complex dimension, and topography (differences among glaciers) is modulated by topographical predictors. Therefore, topographical predictors act as spatial
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modulators, whereas climate acts as the main signal driver, determining the interannual variability. On top of that, as discussed in Sect. “4.3 Perspectives on future applications of deep learning in glaciology”, a LOGO cross-validation was done using no topographical predictors, and it was seen that it had a negative impact on the results, with both the accuracy (RMSE) and explained variance ($r^2$) being negatively affected. This performance penalty (from an RMSE of 0.51 to 0.59 m.w.e. a$^{-1}$), is indeed small, but it is coherent with the importance attributed to topographical predictors in the Lasso causal analysis (Fig.5).

Figure 5. Contribution to the total variance of the 30 top topo-climatic predictors out of 55 predictors using Lasso. Green bars indicate predictors including topographical features, blue ones including accumulation-related features, and red ones including ablation-related features.
Therefore, we believe that:

1. In order to correctly simulate glacier-wide SMBs, topographical predictors play a relevant, albeit secondary, role. They help modulate the glacier-wide SMB signal, introducing spatial changes to the signal determined by climate predictors.

2. Despite not being possible to “observe” the chosen internal weights and combinations in the ANN, both the Lasso causal analysis and an empirical test removing the input topographical predictors show some benefits in using them. Therefore, it is plausible to conclude that they do play a role in the simulation of glacier-wide SMBs in our case study with French alpine glaciers.

In order to include all these elements of discussion in the manuscript, the following changes have been added:

- Figure 5 has been updated with the new Lasso causal analysis results.
- The whole Sect. “3.2.2 Causal analysis” has been rewritten to include all these aspects:

   “By running the Lasso algorithm on the dataset based on Eq. 2 and 3, we obtain the contribution of each predictor in order to explain the annual glacier-wide SMB variance. Regarding the climatic variables, accumulation-related predictors (winter snowfall, summer snowfall as well as several winter, spring and even summer months) appear as the most important predictors. Ablation-related predictors also seem to be relevant, mainly with CPDD and summer and months at the transition between the seasons (Fig. 5). Interestingly, meteorological conditions in the transition months are crucial for the annual glacier-wide SMB in the French Alps: (1) October temperature is determinant for the transition between the ablation and the accumulation season, favouring a lengthening of melting when temperature remains positive, or conversely allowing snowfalls that protect the ice and contribute to the accumulation when temperatures are negative; (2) March snowfall has a similar effect: positive anomalies contribute to the total accumulation at the glacier surface, and a thicker snow pack will delay the snow/ice transition during the ablation season leading to a less negative ablation rate (e.g. Fig. 6b, Réveillet et al., 2018). Therefore, meteorological conditions of these transition months seem to strongly impact the annual glacier-wide SMB variability, since their variability oscillates between positive and negative values, unlike the months in the heart of summer or winter.

On the other hand, topographical predictors do play a role, albeit a secondary one. The slope of the 20% lowermost altitudinal range, the glacier area, the glacier mean altitude and aspect help to modulate the glacier-wide SMB signal which partially depends on glacier topography (Huss et al., 2012) unlike point or altitude-dependent SMB. Moreover, latitude and longitude are among the most relevant topographical predictors, which for this case study are likely to be used as bias correctors of precipitation of the SAFRAN climate reanalysis. SAFRAN is suspected of having a precipitation bias, with higher uncertainties for high altitude precipitation (Vionnet et al., 2016). Since the French Alps present an altitudinal gradient, with higher altitudes towards the eastern and the northern massifs, we found that the coefficients linked to latitude and longitude enhanced glacier-wide SMBs with a northeastern gradient.”

- The discussion elements in Sect. “4.3 Perspectives on future applications of deep learning in glaciology” have been updated:

   “For ALPGM, the SMB machine learning models were trained using glacier-wide SMB data, due to the high availability of glacier-wide SMB data in the French Alps (Rabatel
et al., 2016). Nevertheless, the same approach could be used for point SMB data from field observations.”

[...]

“...In this work, we also evaluated the resilience of the deep learning approach: since many glacierized regions in the world do not have the same amount of data used in this study, we trained an ANN only with monthly average temperature and snowfall, without any topographical predictors, to see until which point the algorithm is capable of learning from minimal data. The results were quite interesting, with a coefficient of determination of 0.68 (against 0.76 from the full model) and a RMSE of 0.59 (against 0.51 from the full model). These results indicate that meteorological data is the primary source of information, determining the interannual variability of the glacier-wide SMB signal. On the other hand, the “bonus” of topographical data helps to modulate the climate signal, by adding a spatial component to better differentiate glaciers and the topographical characteristics included in the glacier-wide SMB data (Huss et al., 2012).”

1.3 GC3: focus of the study

In my understanding, this study attempts to make three points:

1. Machine learning (and deep-learning in particular) is a useful tool for glaciology
2. Introduce and validate a new SMB model based on deep-learning
3. Introduce a new glacier evolution model (ALPGM)

While I think that the study is fairly successful for points 1 and 2, it does not succeed for point 3. My concerns about point 3 are strongly driven by methodological considerations (GC1 and GC2 above, the use of a perfectly fitted h method impossible to validate, and the lack of proper out-of-sample validation of the full ALPGM model). This confusion about the goals of the study also make the paper’s introduction and title quite confusing. I would much rather see this study focus on point 1 and 2 (for which you provide tangible results and arguments) and remove point 3 (and the corresponding section “3.3 Glacier geometry evolution: validation” which, in the authors own words, isn't the main focus of the study). Removing point 3 would help to focus on the strength of the current version of ALPGM as a mass-balance model. If the author’s choose to keep point 3, then I have several concerns about whether ALPGM really is a glacier evolution model (yet).

As explained in our reply to “1 General comments”, we made the choice to focus the manuscript on presenting the machine learning glacier-wide SMB modelling approach, combined with the parameterized glacier geometry update, rather than presenting a ready-to-use glacier model. Nonetheless, due to some concerns raised in GC1 and GC2, the focus of the model and the manuscript was likely not clear enough. Through the changes proposed in GC1, GC2 and in this section, we hope to improve the clarity, focus and scope of the paper.

We believe that an important source of confusion might come from the fact that ALPGM is actually, in its current design, a regional glacier evolution model that needs to be trained and applied at a regional scale. This information was nonetheless presented in
the manuscript, in the introduction of the machine learning glacier-wide SMB modelling component: since the glacier-wide SMB model needs to be trained with a dataset, the statistical relationships found in datasets are strongest at regional scale, where climate and the glacier’s sensitivity to climate remain relatively similar. A more global or continental SMB model could be trained if enough data was available, but nowadays we believe that such an approach is feasible at regional scale only.

- Therefore, ALPGM is now referred to as an “open-source parameterized regional glacier evolution model” throughout the manuscript. That is quite a long statement, but at least it is precise.
- In order to set the focus on the approach rather than the presentation of a glacier evolution model, the abstract has been rephrased as follows:

“Abstract. We present a novel approach to simulate and reconstruct annual glacier-wide surface mass balance series based on a deep artificial neural network (i.e. deep learning). This method has been included as the SMB component of an open-source regional glacier evolution model. While most glacier models tend to incorporate more and more physical processes, here we take an alternative approach by creating a parameterized model based on data science. Annual glacier-wide SMBs can be simulated from topoclimatic predictors using either deep learning or Lasso (regularized multilinear regression), whereas the glacier geometry is updated using a glacier-specific parameterization. We compare and cross-validate our nonlinear deep learning SMB model against other standard linear statistical methods on a dataset of 32 French alpine glaciers. Deep learning is found to outperform linear methods, with improved explained variance (up to +64% in space and +108% in time) and accuracy (up to +47% in space and +58% in time), resulting in an estimated $r^2$ of 0.77 and RMSE of 0.51 m.w.e. Substantial nonlinear structures are captured by deep learning, with around 35% of nonlinear behaviour in the temporal dimension. For the glacier geometry evolution, the main uncertainties come from the ice thickness data used to initialize the model. These results should encourage the use of deep learning in glacier modelling as a powerful nonlinear tool, capable of capturing the nonlinearities of the climate and glacier systems, that can serve to reconstruct or simulate SMB time series for individual glaciers in a whole region for past and future climates.”

- The same previous changes in the abstract have been reflected in the conclusions:

“We presented a novel approach to simulate and reconstruct glacier-wide SMB series using deep learning for individual glaciers at regional scale. This method has been included as a SMB component in ALPGM (Bolibar, 2019), a parameterized regional glacier evolution model, following an alternative approach to most physical and process-based glacier models. The data-driven glacier-wide SMB modelling component is coupled with a glacier geometry update component, based on glacier-specific parameterized functions. Deep learning is shown to outperform linear methods for the simulation of glacier-wide SMB with a case study of French alpine glaciers. By means of cross-validation, we demonstrated how important nonlinear structures (up to 35%) coming from the glacier and climate systems in both the spatial and temporal dimensions are captured by the deep ANN. Taking into account this nonlinearity substantially improved the explained variance and accuracy compared to linear statistical models, especially in the more complex temporal dimension. As we have shown in our case study, deep ANNs are capable of dealing with relatively small datasets, and they present a wide range of configurations to generalize and
prevent overfitting. Machine learning models benefit from the increasing number of available data, which makes their performance constantly improve as time goes by.”

Regarding point 3, we believe that the glacier geometry update component as well as its section in the manuscript should be kept. Indeed, the main novelty of the study and the model is its glacier-wide SMB component, but the fact that there is a glacier geometry update component makes it possible to simulate the evolution of glaciers at regional scale. We agree with the reviewer that the main focus of the study should be points 1 and 2, but we believe that point 3 can still be kept. With the changes presented here, we intend to give the main focus of the paper on the novel machine learning glacier-wide SMB approach, and mention the regional glacier evolution model as a platform in which this method has been implemented as a SMB component. It is important to present the combined SMB and glacier geometry update components, since this is a methodology paper, which will serve as a reference in the two future results papers. With the clarifications made in GC1 and GC2, and the fact that we specify that ALPGM is a regional model, we believe that the statement that ALPGM is a glacier evolution model is fair.

2 Specific comments

Abstract L22: for past and future climates.”: remove future”, since this has not yet been demonstrated.

The LOYO cross-validation evaluates the model’s performance for time periods outside the data used for training. Since cross-validation can only be performed with past observed data, we believe that the current analysis from this study allows us to determine that the SMB modelling approach can be used in unseen (past or future) periods or climates. The only way to demonstrate that a model can be used for future climates is to validate it in the past over unseen periods (using LOYO), and to anticipate possible issues linked to hypotheses that might not be fulfilled.

P2 L6-16: although it is tempting to classify the models like this, I think that this list (and several other parts of the introduction) needs more precise definitions and a clearer positioning of the ALPGM model. In this list, you need to differentiate between the treatment of ice flow / glacier evolution by these models (on which your classification seems to be based, but not explicitly so) from the treatment of surface mass-balance (SMB), which is what your study is actually about. The “Physics-based models” that you list in fact often have no SMB module, and rely on external SMB as an external boundary condition in real-world applications. For the sake of clarity and given the scope of your study, I would rather focus on the hierarchy of SMB models (with SEB or even coupled Atmo-SEB models being the more advanced, and temperature index
We agree that the current model classification is rather done based on glacier dynamics than SMB modelling. These two main components of glacier models have been identified in this section, but then they are mixed in the classification. Nonetheless, since ALPGM is a glacier evolution model and not just a SMB model, we believe that it is better to create two separate lists, one for SMB modelling and another one for glacier dynamics, instead of removing the glacier dynamics part which concerns the $\Delta h$ parameterization used in ALPGM to update the glacier geometry.

Therefore, this section of the “Introduction” has been updated as follows:

“Glacier and hydro-glaciological models can help answer these questions, giving several possible outcomes depending on multiple climate scenarios. **(a) Surface mass balance (SMB) and (b) glacier dynamics both need to be modelled to understand glacier evolution on regional and sub-regional scales. Models of varying complexity exist for both processes.** In order to model these processes at large scale (i.e. on several glaciers at a catchment scale), some compromises need to be made, which can be approached in different ways:

(a) Regarding SMB:

1. Empirical models, like the temperature-index model (e.g. Hock, 2003), simulate glacier SMB through empirical relationships between air temperature and melt and snow accumulation.

2. Statistical or machine learning models describe and predict glacier SMB based on statistical relationships found in data from a selection of topographical and climate predictors (e.g. Martin, 1974; Steiner et al., 2005).

3. Physical and Surface Energy Balance (SEB) models take into account all energy exchanges between the glacier and the atmosphere, and can simulate the spatial and temporal variability of snowmelt and the changes in albedo (e.g. Gerbaux et al., 2005).

(b) Regarding glacier dynamics:

1. Parameterized models do not explicitly resolve any physical processes, but implicitly take them into account using parameterizations, based on statistical or empirical relationships, in order to modify the glacier geometry. This type of models range from very simple statistical models (e.g. Carlson et al., 2014) to more complex ones based on different approaches, such as a calibrated equilibrium-line altitude (ELA) model (e.g. Zemp et al., 2006), a glacier retreat parameterization specific for glacier size groups (e.g. Huss and Hock, 2015) or volume/length-area scaling (e.g. Marzeion et al., 2012; Radic et al., 2014).

2. Process-based models, like GloGEMflow (e.g. Zekollari et al., 2019) and OGGM (e.g. Maussion et al., 2019), approximate a number of glacier physical processes involved in ice flow dynamics using the shallow ice approximation.

3. Physics-based models, like the finite elements Elmer/Ice model (e.g. Gagliardini et al., 2013), approach glacier dynamics by explicitly simulating
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physical processes and solving the full Stokes equations (e.g. Jouvet et al., 2009; Réveillet et al., 2015).

At the same time, the use of these different approaches strongly depend on available data, whose spatial and temporal resolutions have an important impact on the results’ quality and uncertainties (e.g., Réveillet et al., 2018). Parameterized glacier dynamics models and empirical and statistical SMB models require a reference or training dataset to calibrate the relationships, which can then be used for projections with the hypothesis that relationships remain stationary in space or in time. On the contrary, process-based and specially physics-based glacier dynamics and SMB models have the advantage of representing physical processes, but they require larger datasets at higher spatial and temporal resolutions with a consequently higher computational cost (Réveillet et al., 2018). For SMB modelling, meteorological reanalyses provide an attractive alternative to sparse point observations, although their spatial resolution and suitability to complex high-mountain topography are often not good enough for high-resolution physics-based glacio-hydrological applications. However, parameterized models are much more flexible, equally dealing with fewer and coarser meteorological data as well as the state of the art reanalyses, which allows to work at resolutions much closer to glaciers’ scale and to reduce uncertainties. The current resolution of climate projections is still too low to adequately drive most glacier physical processes, but the ever-growing datasets of historical data are paving the way for the training of parameterized machine learning models.”

P2 L34: Compared to other fields in geosciences: which ones?

Mainly oceanography (e.g. Ducournau and Fablet, 2016; Lguensat et al., 2018) and climatology (e.g. Rasp et al., 2018; Jiang et al., 2018). The large datasets of ocean remote sensing data and climate reanalysis are being treated with approaches mixing deep learning, machine learning and physics. The scientific communities are much more advanced towards data-driven approaches, and have started to bridge the gap between data scientists and geophysicists, by adding physical knowledge into data science models.

These aspects have been added to the manuscript:

“Compared to other fields in geosciences, such as oceanography (e.g., Ducournau and Fablet, 2016; Lguensat et al., 2018), climatology (e.g., Rasp et al., 2018; Jiang et al., 2018) and hydrology (e.g. Marçais and de Dreuzy, 2017; Shen, 2018), we believe that the glaciological community has not yet exploited the full capabilities of these approaches.”

P2 L34: the glaciological community has remained quite oblivious to these advances: this is a subjective statement, you need to mention that this is your opinion.

As suggested by both reviewers, this sentence has been rephrased in order to remove any negative or subjective connotations:

“...we believe that the glaciological community has not yet exploited the full capabilities of these approaches.”
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P3 L8: but all of them were linear, which are not necessarily the most suitable for modelling the nonlinear climate system”; you have a very ‘statistical’ view of linearity here. The 3 statistical models used in Maussion et al. are linear, yes, but they target individual SEB fluxes which are then transformed to be physical (e.g. by preventing negative precipitation or a non-closed SEB budget) and then used to compute the SMB. As a result, the full model M (as in SMB = M(y) with y the predictors and SMB the target variable) is nonlinear. This is important also in the context of traditional temperature index or degree day models, which can be compared to linear models applied to transformed predictors and as such, are also non-linear (e.g. by preventing melt for negative temperature or by transforming precipitation to solid precipitation). This is an important feature: without this non-linearity, they wouldn't work at all.

Indeed, here we refer to a statistical linearity. The example given by Fabien Maussion (with a temperature-index model being non-linear) would therefore be comparable to the simple multiple linear regression used in many studies, fed by PDDs and cumulative snowfall. By “pre-processing” the input predictors (daily temperatures to CPDD and precipitation to cumulative snowfall) one is introducing nonlinearities in the system. Nonetheless, this just creates new predictors which in this new space, can also behave linearly or nonlinearly. Indeed, the relationship between temperature and melt in the models you mention is nonlinear, but between PDDs and melt it is linear. So what we are referring to here, is that no matter how the input physical variables are pre-processed, their new relationships in the transformed space will probably be nonlinear as well. Therefore, there should be some benefits (as shown in this study) by switching to nonlinear models, even with the pre-processing of input predictors.

P4 L15: When most glacier models tend to incorporate more and more physical processes (Maussion et al., 2019; Zekollari et al., 2019), ALPGM takes an alternative approach based on data science.” Are you talking about SMB or ice dynamics? Your data-science” is applied to the SMB problem here, and I believe it would be more appropriate to cite models of SEB/SMB in this sentence (e.g. Hock et al, Mölg et al, CROCUS, or similar).

This is related to the aspects raised in the P2 L6-16 comment. We are referring to both SMB and ice dynamics. For GloGEMflow, the addition of ice dynamics with the shallow ice approximation, and for OGGM, the ongoing developments on the SMB model (with the addition of shortwave radiation for instance). ALPGM does not use physics neither in SMB nor ice dynamics modelling. Therefore, the sentence has been updated as follows:

“When most glacier evolution models tend to incorporate more and more physical processes in SMB or ice dynamics (e.g., Maussion et al. (2019); Zekollari et al. (2019)), ALPGM takes an alternative approach based on data science for SMB and parameterizations for glacier dynamics.”
P5 L29-34: Although the features used as input (...) will likely have different biases." This paragraph seems out of context here and should be moved to the discussion

Here we intended to make a quick introduction to the SMB modelling approach, and more specifically say that our approach aims at being a regional approach, which requires to be trained for each region of interest.

As suggested by the reviewer, this paragraph has been moved to the discussion section, in Sect. 4.2, at the end. Moreover, the paragraph from P5 L29-34 has been modified accordingly, to avoid any discussion items and just state the fact that the SMB modelling approach is regional:

“Annual glacier-wide SMBs are simulated using machine learning. Due to the regional characteristics and specificities of topographical and climate data, this glacier-wide SMB modelling method is, for now, a regional approach.”

P6 L25: StatsModel" is spelled “StatsModels”

This has been updated as suggested by the reviewer.

P8 L1: The generated coefficients from the model serve to determine the significant predictors to be kept for the artificial neural network training." is Lasso part of the feature selection process of the ANN then? This raises interesting (and hard) questions concerning cross-validation and the model's real independence from training data. Furthermore, it gives an advantage to ANN over the linear models since their predictors are pre-filtered (see e.g. the double Lasso" method which makes this an advantage as well). Please comment.

This sentence is in fact deprecated and it is now removed from the manuscript. This is also related to the comments in the last paragraph of GC1. During the development of the study, predictor selection via the Lasso was a hypothesis to be tested, but empirical tests using subsets of topo-climatic predictors as inputs of the ANN showed that it did not improve the results at all. The ANN is capable of choosing the relevant predictors by setting the weights of the connections of non-important predictors to zero. Moreover, as suggested by the reviewer, for the sake of equality in the comparison between statistical methods, the Lasso and ANN are fed with the same topo-climatic predictors.

The choice of input topo-climatic predictors is explained in Sect. 3.2.1; first with a literature review to target potential explanatory variables, and then with individual linear regressions to test the sensitivity of the SMB data to each individual predictor, similarly to what was done in Rabatel et al. (2016). This first choice of predictors is then used by each of the 3 statistical approaches: (1) All-possible multiple regressions tests the performance of all the possible subsets of predictors, (2) the Lasso performs a coefficient shrinkage to regularize the input predictors in order to discard them in a continuous way, and (3) the ANN gives specific weights to each connection of combined and non-combined input predictors at each neuron.
P9 L5-17: hyperparameters. As a non-specialist of "deep-learning", I need to ask: shouldn’t this hyperparameter selection also be cross-validated? In Lasso, for example, the regularization parameter could be called an "hyper-parameter" and its selection takes place within the model tuning step, effectively making any external cross-validation (realized by LOGO and LOYO in your case) a true" out-of-sample validation. What about the ANN hyperparameters? Please comment.

Indeed, the hyperparameter selection needs to be done using cross-validation, but the process is quite different for Lasso than for an ANN.

For Lasso, there is only one hyperparameter (the $\alpha$ value), which is determined using cross-validation. This can be done with the Akaike Information Criterion (AIC), the Bayes Information Criterion (BIC) and a classical cross-validation with iterative fitting along a regularization path. This is explained in Sect. 2.2.3 “Lasso”. Sci-kit learn provides different classes to help choose the best $\alpha$ value before fitting the Lasso model to data.

For the ANN, this becomes quite more complex. The list of hyperparameters to be fine-tuned is very long, so a brute force strategy of grid search or cross-validation of every single hyperparameter is strongly time consuming. There are smarter ways to proceed, especially with the knowledge of which types of optimizers, activation functions and hyperparameter values work best together. These aspects are discussed in Sect. 4.2. In an early stage, the ANN architecture with the number of neurons and layers, as well as the learning rate and type of optimizer, were cross-validated or tested for a few folds of the data. This early hyperparameter selection is not a proper cross-validation from A to Z, since in order to narrow down the range of values which gives the best performance, tests were first done in a few random folds. Then, once one has a better view of what can work for this dataset and architecture, a full cross-validation is performed with a few candidate hyperparameter values to choose the final ones. Therefore, in some ways it works similarly to Lasso and any machine learning training, where there is a first stage of hyperparameter tuning in order to choose a final configuration. Once the hyperparameters have been chosen, they remain constant throughout all the cross-validation, as it is done with Lasso. Due to the complexity of ANNs, the great number of hyperparameters and the fact that everything is open-source with new optimizers and approaches being released every month, the hyperparameter fine-tuning is a process that could be taken to infinity. One needs to know when to stop, when gains and additional tests stop bringing much added performance to the model.

These aspects have been added to the discussion in Sect. 4.2:

“In order to cope with the specific challenges related to each type of cross-validation, there are several hyperparameters that can be modified to adapt the ANN’s behaviour. Due to the long list of hyperparameters intervening in an ANN, it is not advisable to select them using brute force with a grid search or cross-validation. Instead, initial tests are performed in a subset of random folds to narrow down the range of best performing values, before moving to the full final cross-validations for the final hyperparameter selection.”
Glacier geometry update: You call the geometry update a “parametrization” but in my opinion it isn’t: you use an empirical Δh function perfectly known for each glacier since it is individually fitted. A true “parameterization” (like the one used in Huss and Hock 2015) would have the goal to work for any unseen glacier. Currently your model cannot be applied (or validated) against unseen glaciers.

It depends on what we understand by “unseen glaciers”. The Δh methodology used in Huss and Hock (2015), with a parameterization specific to 3 glacier sizes, requires to know at least the area of all the glaciers to be simulated, in order to choose a Δh function for them. In our case, in ALPGM, a glacier-specific Δh is computed for each glacier based on past DEMs. As explained in Sect. 3.3, these two DEMs cover the whole region of interest, therefore Δh functions are calculated for each glacier of the French Alps. With the SMB model trained from the 32 glaciers from the case study, the annual glacier-wide SMBs of all the glaciers in the French Alps can be simulated (the results will soon be presented in a separate paper), and since we have a specific Δh function for each glacier, their geometry can be updated with a better accuracy than using the 3 size-specific Δh functions used by Mathias Huss’ studies. Therefore, ALPGM is capable of simulating the evolution of “unseen” glaciers (i.e. glaciers outside the 32 case study ones) in the same region.

Huss et al. (2008b), first presented the “Δh parameterization” for individual glaciers, as done in ALPGM, and they later presented the size-averaged functions in Huss et al. (2010). We believe that, despite being computed specifically for each glacier, the use of the word “parameterization” is fair in this context. The glacier-specific functions replace unresolved physical processes, and they rely on input data that is available for all glaciers. A parameterization refers to the procedure of replacing complex (geophysical in this case) processes by simplified processes. In the words of Stensrud (2007), “Parameterization schemes”: “There are always physical processes and scales of motion that cannot be represented by a numerical model, regardless of the resolution […]. Parameterization is the process by which the important physical processes that cannot be resolved directly by a numerical model are represented”.

Figure 4: Since you have DEMs (and geodetic MBs) from all blue glaciers in Figure 4, can you apply your model to them as well and compare? This would be a good (but partial) out-of-sample validation (partial” because you still need knowledge about the glacier’s Δh).

The results of the proposed glacier-wide SMB reconstruction methodology of this paper applied to all the glaciers in the French Alps will soon be presented in a separate paper. Indeed, it would be a complementary way to cross-validate the glacier-wide SMB model, but the extension to other glaciers outside the ones from the case study is out of the scope of this (already quite long) paper. Moreover, comparing simulated annual glacier-wide SMBs to cumulative geodetical SMBs is quite limited, as it only serves to determine the bias of the model, since simulations would have to be summed in order to produce the interannual glacier-wide SMB, with positive and negative errors potentially being compensated or cancelled among them.
Glacier ice thickness: To avoid confusion: if still applicable after revision, mention here that ice-thickness are only used for the 2003-2016 test run, and not for the rest of the model workflow.

This aspect has been addressed together with the next comment. Please see the updated Sect. 3.1.2 from the next comment.

Glacier topographical variables: from an email question to the authors I know that the topographical predictors (e.g. area, slope) are time-dependant and obtained from various DEM snapshots. This needs to be explained here. Regardless of this missing explanation, this raises questions about the overall applicability of the method to unseen situations (see general comment).

Sect. 3.1.2 has been updated in order to include this information:

“The topographical data used for the training of the glacier-wide SMB machine learning models is taken from the multitemporal inventory of the French Alps glaciers (e.g. Gardent et al. (2014)) partly available through the GLIMS Glacier Database (NSIDC (2005)). We worked with the 1967, 1985, 2003 and 2015 inventories (Gardent et al. (2014), with 2015 update). Between these dates, the topographical predictors are linearly interpolated. On the other hand, in the glacier evolution component of ALPGM (Fig. 1, step 5), the topographical data are re-computed every year for each glacier from the evolving and annually updated glacier-specific ice thickness and DEM rasters (Sect. 3.1.3). For the computation of the glacier-specific geometry update functions, two DEMs covering the whole French Alps have been used: (1) one from 2011 generated from SPOT5 stereo-pair images, acquired on 15 October 2011; and (2) a 1979 aerial photogrammetric DEM from the French National Geographic Institute (Institut Géographique National, IGN), processed from aerial photographs taken around 1979. Both DEMs have an accuracy between 1 and 4 meters (Rabatel et al. (2016)), and their uncertainties are negligible compared to many other parameters in this study.”

P16 L2: For the training of the ANN, no combination of topo-climatic features is done as previously mentioned”. I have a hard time finding where this is explained. Is this the part with Lasso? In any case, the predictor selection for ANN needs to be explained here for consistency and to help the reader.

The fact that no combination of topo-climatic predictors is done for the ANN (unlike for Lasso as shown in Eq. 4) is explained in Sect. 2.2.4 “Deep artificial neural network”, lines 8-10. As explained in our response from comment P8 L1, no predictor selection is done for the ANN. Each of the 3 machine learning algorithms performs its own predictor selection.

In order to aid the reader, this information has been added again in a brief way in this section:

“For the training of the ANN, no combination of topo-climatic predictors is done as previously mentioned (Sect. 2.2.4), since it is already done internally by the ANN.”
Latitude and longitude seem to play an important role when combined with snowfall.". I don't really understand the climatological explanation that follows this statement. If the reanalysis data is accurate, then these east-west and north-south differences should already be in the training data. If anything, these combination of predictors play the role of bias correction - or are the result of luck (which is often the case with many co-linear predictors).

Meteorological reanalyses are not capable of perfectly reproducing all the complex precipitation patterns found in mountainous regions. As explained in Vionnet et al. (2016), the SAFRAN reanalysis is more uncertain, and likely negatively biased at the higher altitudes in the French Alps. Because of the distribution of high altitude massifs towards the northern and eastern sides of the French Alps, this precipitation bias is more present in the northern massifs (see Table 6 from Vionnet et al. 2016 included in this reply) and the eastern massifs.

We believe, as suggested by the reviewer, that these two topographical parameters play the role of bias correction. Since the machine learning models learn from past data, they can find relationships between precipitation and regions, compensating some of the bias found in the climate data. A quick analysis of the coefficients from the Lasso causal inference analysis revealed that the latitude and longitude predictors modulate the glacier-wide SMB signal in the French Alps, with a positive northeastern gradient. Therefore, these two predictors likely correct the underestimation of precipitation for the northeastern massifs of the French Alps. In the original Lasso causal inference analysis, where the combination of topo-climatic predictors was taken into account, it was shown how longitude*winter snowfall and latitude*winter snowfall were among the most important predictors. This further assesses the importance of latitude and longitude to correct the bias of snowfall in certain regions.

This information has been added in Sect. 3.2.2 “Causal analysis”:

<table>
<thead>
<tr>
<th>Region</th>
<th>AROME-SC Bias</th>
<th>AROME-SC STDE</th>
<th>SAFRAN-SC Bias</th>
<th>SAFRAN-SC STDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>0.51</td>
<td>0.46</td>
<td>0.23</td>
<td>0.38</td>
</tr>
<tr>
<td>Central</td>
<td>0.50</td>
<td>0.49</td>
<td>0.21</td>
<td>0.36</td>
</tr>
<tr>
<td>South</td>
<td>0.25</td>
<td>0.51</td>
<td>0.15</td>
<td>0.37</td>
</tr>
<tr>
<td>Extreme south</td>
<td>0.08</td>
<td>0.31</td>
<td>-0.01</td>
<td>0.29</td>
</tr>
<tr>
<td>French Alps</td>
<td>0.40</td>
<td>0.50</td>
<td>0.18</td>
<td>0.37</td>
</tr>
</tbody>
</table>
dependent SMB, partially depends on glacier topography (Huss et al., 2012). Moreover, latitude and longitude are among the most relevant topographical predictors, which for this case study are likely to be used as bias correctors of precipitation of the SAFRAN climate reanalysis. SAFRAN is suspected of having a precipitation bias, with higher uncertainties for high altitude precipitation (Vionnet et al., 2016). Since the French Alps present an altitudinal gradient, with higher altitudes towards the eastern and the northern massifs, we found that the coefficients linked to latitude and longitude enhanced glacier-wide SMBs with a north-east gradient.

Lon/Lat Predictors: this is a subjective opinion, but I suggest to remove Lon/Lat predictors from the set. They should not explain anything which isn't in the climate and topographical predictors already, and using lon/lat seriously hinders the applicability of the model to larger areas.

We agree with the reviewer on that point, provided perfect, unbiased climate reanalysis were available. However, as explained in the previous comment, the latitude and longitude topographical predictors play in our case a role in precipitation adjustment/bias correction. The use of these predictors does not hinder the applicability of this approach, since as mentioned in Sect. 3.2, this glacier-wide SMB modelling approach is regional, and the training is specific for each region (determined by the spatial coverage of climate forcings and their quality, the sensitivity of SMB to climate and topographical data). If this SMB modelling approach was to be applied for instance to the whole European Alps, it would require first to switch to climate forcings with a full coverage of the European Alps, add as much SMB data of glaciers in the region as possible and then to retrain the model.

ALPGM should not be mistaken for a global glacier evolution model. The way the SMB machine learning models have been trained so far, is region-based. In the future, with an ambitious training with lots of data, perhaps it would be possible to make the SMB model more global. But it would require re-thinking many things, in order to consider different SMB-climate sensitivities.

As discussed in GC3, the manuscript has been updated, referring to ALPGM as a regional model throughout the different sections.

Figs 6 and 7: although visually appealing, the use of different colorscales for the ANN and linear models is misleading. All four plots are exact same and should have the same colorscale, min-max range, x-y axis, etc.

We agree that the min-max ranges should be the same. However, the fact that linear methods are in purple-red and nonlinear in blue-green is not random. This colour code is respected throughout the paper (Figs. 6, 7, 8, 9 and 10), with all figures referring to the different models. With the same min-max range, since the colour gradient is extremely similar, it is very easy to compare linear and nonlinear plots while keeping the color code. It is worth mentioning that keeping the min-max range constant has improved the figures, allowing them to show how for LOYO, deep learning performs slightly worse than for LOGO.
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The plots have been updated, changing the font size of the axis and keeping a constant min-max range for all the scatter plots.

Figs 6 and 7 and corresponding discussion about explained variance: a possible improvement to describe the models errors is to plot binned model error (residuals) as a function of the target variable (here, SMB), or use a Q-Q Plot. It would display in a more quantitative way the non-normal distribution of model errors (visible on the scatter plots by a flattening on both ends of the scatter), further making your point that ANN is better (but not perfect) at reproducing the true variance of the data.

As suggested by the reviewer, we have added an extra plot with the error distribution of the deep learning glacier-wide SMB model, in the temporal and spatial dimensions. The effect explained in these sections shows up, with higher errors for extreme values, mostly due to their underrepresentation in the dataset, being outliers. This new plot has been added in the supplementary material and it has been added as a reference during the discussion involving Fig. 6 and 7.

Figure S7: Error distribution of deep learning (without weights) glacier-wide SMB simulations for the 1984-2015 period for the 32 case study glaciers. (a) Performance in the spatial dimension using LOGO cross-validation; (b) performance in the temporal dimension using LOYO cross-validation. The red line corresponds to a 5th order polynomial fit.

Figure 10: a striking feature of figure 10 and not discussed in the manuscript is the clear tendency of LASSO to overestimate MB in the second half of the period and underestimate MB in the first half. I guess it is a result of more frequent negative MBs in the second half, which are underestimated by the model with an obvious lower variance, but is this the only reason?

This aspect has been briefly discussed in the last sentence in Sect. 3.2.4 “Temporal predictive analysis”. The lack of complexity of the linear Lasso is more obvious in the more complex temporal dimension compared to the spatial dimension. As explained in Sect. 4.2 “Training deep learning models with spatiotemporal data”, the interannual variability in the glacier-wide SMB signal (temporal dimension) is controlled by climate.
and the topography (spatial dimension) is responsible for the modulation of the signal. This lack of complexity of the linear model towards the temporal glacier-wide SMB signal, means that the model is underfitting the data, and by trying to minimize the overall error (increasing the variance), it introduces a different (negative for the first half and positive for the second) bias for the two clearly distinct periods of glacier-wide SMB. This means that the Lasso model manages to have an acceptable RMSE at the price of introducing an important bias.

\[ \text{Underfitting} \]

This explanation has been extended to address these details:

“The important bias present only with Lasso is representative of its lack of complexity towards nonlinear structures, which results in an underfitting of the data. The average error is not bad, but it shows a high negative bias for the first half of the period, which mostly has slightly negative glacier-wide SMBs, and a high positive bias for the second half of the period, which mostly has very negative glacier-wide SMB values.”

Glacier geometry evolution validation: these results are not too surprising. Since your evolution model knows exactly where mass is going to be removed (based on data going up to 2011). This test is basically a bias test: if the model has no bias, ice is going to be removed at the right place (because you know where to remove it) and the area will be correct, provided that the ice thicknesses are more or less accurate.

Indeed, it can be seen as a bias test since the errors are accumulated throughout the years, and the final result is the one which is observed and compared. Nonetheless, it serves to test that the glacier evolution model (SMB component + glacier geometry update + ice thickness data) is capable of reproducing past glacier evolution. Since the glacier-wide SMB data used here is cross-validated, this test is representative of the model’s end-to-end performance. More details regarding the uncertainties and the purpose of Fig. 11 are discussed in the next question.
P24 L1: Even for a 12-year period, the initial ice thickness remains the largest uncertainty": this statement is not supported by your results, since this is the only uncertainty you consider in Fig. 11. Here, you could add model uncertainty by using out-of-sample validation (by training the model with data only before 2003 and using LOGO), or use uncertainty measures derived by cross-validation. The issue with the h method raised above would remain, though.

Indeed, the fact that we said that the main uncertainty came from the initial ice thickness data used was purely based on similar studies (e.g. Huss and Hock, 2015) which claimed this. In order to verify this by ourselves, we have added the uncertainty linked to the $\Delta h$ glacier geometry function calculation in Fig. 11. From the automatic process to compute it from the DEM difference, we estimated an average uncertainty of $\pm10\%$ based on the polynomial fits over the altitude difference values (Fig. S4). By adding this uncertainty, we can now claim, as stated by other studies, that the uncertainties linked to the initial ice thickness are greater than the uncertainties linked to the glacier geometry update parameterization.

Regarding the out of sample validation proposed here, we believe that training the model with only data before 2003 would not be representative of the model's real performance, since we would be using only half of the data available, thus severely penalizing the model. Instead, we have used the LOGO models, which allow a true out of sample validation for each glacier. These results have been included in Fig. 11 as well. Therefore, now the test of Fig. 11 allows to show the end-to-end glacier evolution performance of ALPGM for the 32 case study glaciers, including a true out of sample glacier-wide SMB values, the uncertainties linked to the initial ice thickness data and the uncertainties linked to the glacier geometry update functions. Indeed, there is no way to truly cross-validate these geometry update functions, since they need to be calibrated for the longest available period (1979-2011), but we believe that this test still allows to quantify and prove the glacier evolution simulations' performance.

The explanations in Sect. 3.3 “Glacier geometry evolution: Validation and results” have been updated accordingly, including Fig. 11:

“In order to evaluate the performance of the parameterized glacier dynamics of ALPGM, coupled with the glacier-wide SMB component, we compared the simulated glacier area of the 32 studied glaciers with the observed area in 2015 from the most up-to-date glacier inventory in the French Alps. Simulations were started in 2003, for which we used the F19 ice thickness dataset. In order to take into account the ice thickness uncertainties, we ran three simulations with different versions of the initial ice thickness: the original data, -30% and +30% of the original ice thickness in agreement with the uncertainty estimated by the authors. Moreover, in order to take into account the uncertainties in the $\Delta h$ glacier geometry update function computation, we added a $\pm10\%$ variation in the parameterized functions (Fig. 11).

Overall, the results illustrated in Fig. 11 show a good agreement with the observations. Even for a 12-year period, the initial ice thickness remains the largest uncertainty, with almost all glaciers falling within the observed area when taking it into account. The mean error in simulated surface area was of $10.7\%$ with the original F19 ice thickness dataset. Other studies using the $\Delta h$ parameterization already proved that the initial ice thickness is the most important
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uncertainty in glacier evolution simulations, together with the choice of a GCM for future projections (Huss and Hock, 2015).

Figure 11. Simulated glacier areas for the 2003-2015 period for the 32 study glaciers using a deep learning SMB model without weights. Squares indicate the different F19 initial ice thicknesses used taking into account their uncertainties and triangles the uncertainties linked to the glacier-specific geometry update functions. For better visualisation, the figure is split in two with the two largest French glaciers on the right.

P25 L26: we trained an ANN only with monthly average temperature and snowfall, without any topographical predictors". These experiments should become the central component of your study, not the other way around (see general comment).

This aspect is discussed in detail in our replies to GC1 and GC2. The good performance of a glacier-wide SMB model without topographical predictors, shows again the secondary role that they play. As discussed in Huss et al. (2012) “Conventional versus reference-surface mass balance”, and it the comments in The Cryosphere between Leclercq et al. and Huss et al., there is a debate regarding their importance, but from a statistical point of view based on the data used in this study, we can state that in our case they do play a secondary role.